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PREFACE 

This book, partly sponsored by Raidighi College and edited by faculty members of 

Raidighi College, aims to focus on the recent areas of interest that are being explored 

by the different research laboratories located in various colleges across West Bengal. 

Most of these colleges severely lack modern research facilities and adequate funding; 

but the enthusiastic and undaunted researchers are overcoming all hurdles to study 

traditional as well as emerging and trending topics that range from basic to applied 

science and cover contemporary and cross-cutting issues like environment, bio-

diversity, sustainability, as well as health, nutrition, modern agriculture and medicine. 

Raidighi College, itself, is a rural institute located in the remote, backward region of 

Sundarbans in West Bengal. In spite of being an undergraduate college, it has been 

tirelessly trying to foster a strong research culture and to enhance capacity building, 

with constant support and encouragement from Principal Dr. Sasabindu Jana, the 

Governing body and the Internal Quality Assurance Cell of the college. With financial 

support from the Department of Higher Education, Science and Technology and 

Biotechnology, Government of West Bengal & from Raidighi College, an extremely 

successful one-day National Seminar was organized on “Recent Trends and Scopes of 

Modern Biology” which brought into light the highly potential and productive research 

activities going on in several colleges of the state. The decision was taken to bring 

together through a series of books all such brilliant ideas, investigations. discoveries 

and their future prospects that are stemming from the state colleges. This is the first 

volume of the series.  
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FROM THE EDITORS 

Among the developing countries that are racing to achieve scientific excellence in this 

age, India is a leading contestant today. Soon after its independence, the country set out 

to gradually build a strong foundation in modern science. Initially, Biology did not have 

an equal footing with Physical Science, Mathematics, Medicine and Engineering, which 

were considered as higher scientific endeavours than studying general Life Sciences. 

But the past few decades have seen tremendous changes in the Bioscience sector in 

India, as it continually provided a more complete understanding of complex biological 

systems and an ability to manipulate such systems for human benefit.  Appreciating the 

important role that biology is predicted to play in the near future, the Indian 

Government started expanding and setting up several biological research institutes, 

thus progressively decreasing the earlier large disparity in funding, and support 

facilities between the top research institutes in India and the western countries. Sadly, 

the situation is quite different in state colleges and most universities where faculty 

members often have to combat crumbling basic infrastructure, such as lack of reliable 

electricity, running water, high speed internet, etc. Insufficient incentive for setting up a 

successful research program, in addition to mandatory teaching and administrative 

duties, are discouraging factors. There is hardly any scope of research in undergraduate 

colleges which is extremely de-motivating for its faculty members having doctoral 

degrees and post-doctoral experiences. Inadequate faculty strength, negligible funding, 

unsatisfactory laboratory and technological facilities add to the challenges. In spite of 

these hurdles, many college and university teachers from the state of West Bengal are 

actively involved in modern biological research. This book is the first of a series 

highlighting the recent study interests and research trends in West Bengal colleges. This 

current volume is a collection of a few research papers that reflect high-quality science 

seeking to elucidate the molecular and cellular basis of biological processes ranging 

from prokaryotic to complex higher eukaryotic systems and also addresses issues like 

biodiversity and environmental challenges and health and nutrition.  

We are grateful to our Principal Dr. Sasabindu Jana who motivated us to take up this 

initiative and to our funding agencies and to all the authors.  
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SPORE-POLLEN DIVERSITY RECORDED FROM HOLOCENE SEDIMENTS OF 

LOWER BENGAL BASIN, INDIA IN DEDUCING DEPOSITIONAL 

ENVIRONMENT 

Argha Sarkar 

Department of Botany, Bangabasi College, Kolkata 

*Corresponding author E-mail: argha.sarkar09@gmail.com  

 

Abstract: 

A rich assemblage of spores and pollen have been recovered from C14 dated Holocene 

sediments collected at close intervals of one profile each from Kumirmari (KUI), Dakshin 

Harishpur (DHI), Taldi (TDI) and Canning (CNI) of Indian Sundarbans area in Lower Bengal 

basin and on this basis, pollen diagrams of each section have been constructed. Six Regional 

Pollen (P) assemblage zones of Lower Bengal basin, India (LBb) have been established from the 

pollen diagrams viz. LBb. P-I to LBb. P-VI. These regional pollen assemblage zones reveal six 

environmental phases of deposition i.e. Phase I Mixed brackish water and fresh water tidal 

mangrove with regular inundation (c. 11, 000 – c. 9271 yr BP), Phase II Tidal mangrove with 

regular inundation (9271±41 - 7687±38 yr BP), Phase III Phoenix dominated mangrove upland 

(7687±38 – c. 6000 yr BP), Phase IV Swampy mangrove vegetation (4450±170 – c. 3500 yr BP), 

Phase V Brackish water mixed fresh water Heritiera forest (c. 3500 – c. 3000 yr BP) and Phase 

VI Supra-tidal fresh water swamp with abundance of Acrostichum aureum ( c. 3000 – 1970±80  

yr BP). 

Keywords: Holocene; lower bengal basin; pollen assemblage zone; depositional environment 

Introduction: 

As early as in 1918, Von Post (1) established the climatic change corresponding to glacial 

and interglacial phases by percentage pollen analysis through initiation of the science of 

Palynology and examining the Quaternary peat bog sediments of Scandinavia. 

But much earlier in 1906, Hutington (2) studied the palynological aspect of Indian 

Quaternary sediments of interglacial phase from Pangong lake, Ladak. The Quaternary 

palaeoclimatic condition related to glacial, interglacial phases in the Karewa of Kashmir was also 

interpreted by Wodehouse (3) through study of pollen. 

Subsequently and in recent years extensive study of the Pleistocene and Holocene 

sediments throughout the world have been made to unravel the history of the origin and 

migration of the forest and climatic history of the immediate past in South America (4; 5; 6; 7; 8; 

9; 10), North and Central America (11; 12; 13), Australia (14; 15; 16; 17; 18), Europe (19; 20), 

mailto:argha.sarkar09@gmail.com
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New Zealand (21; 22), Egypt (23), Africa (24, 25), Asia (26; 27; 28; 29a,b; 30; 31), Bengal basin 

(32a,b; 33; 34; 35; 36, 37; 38; 39;40; 41;42). 

The present study deals with a rich assemblage of spores and pollen recovered through 

analysis of samples collected at close intervals of one profile each from Kumirmari (KUI), 

Dakshin Harishpur (DHI), Taldi (TDI) and Canning (CNI). The samples are from known depth 

and C14 dated. The results have been plotted to understand the trend of biosphere-eco-climate 

and phytogeographical changes since late Quaternary (9271±41 to 1970±80 yr BP) in Lower 

Bengal basin. 

Area of investigation: 

The location of present investigation viz. Kumirmari near Bagna forest (22012’18.5148” 

N Lat. 88056’11.7528” E Long.), Dakshin Harishpur, Kachukhali, near Gosaba (22013’3.3204” 

N Lat. 88049’11.1468” E long.), Taldi (22012’40.104” N Lat. 88023’35.214” E Long.) and 

Canning (220 18' 37.3422" N Lat. 880 39' 28.4292" E Long.), south-east of Kolkata, West Bengal 

of Lower Bengal basin are 20 to 60 Km. inland from the seashore and ±1 m above mean sea 

level (Fig. 1). 

 

Text fig. 1: Area of investigation 

Material: 

The material for the study of microscopic biological remains viz., pollen and spores are 

collected from freshly excavated lithosections. All possible precautions are taken to avoid 

contamination. The sample interval has been suitably reduced for peat and peaty clay (10 cm) 
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and increased for clay sediments (20-30 cm). Sample position along with C14 data of sediments 

collected from the sections at Kumirmari (KUI), Dakshin Harishpur (DHI), Taldi (TDI) and 

Canning (CNI) are enumerated in Text figs. 2-5. 

Methodology: 

Laboratory technique: 

Pollens and spores are recovered from the sediments following standard acetolysis 

treatment (43). All microscopic biological remains, including pollen grains and spores are 

identified by comparison with reference material held in Dept. of Botany, Bankim Sardar 

College, South 24 Parganas, West Bengal, India. 

Pollen diagram: 

All pollen diagrams (Text figs. 2-5) are created using the spreadsheet program TILIA and 

graphing counterpart TILIAGRAPH (44). So far obtained radiocarbon records from Lower 

Bengal basin are listed in Table 1. On the basis of ecological characteristics viz. mangrove, 

ubiquitous, aquatic or swampy and fresh water, taxa of the respective assemblages are 

categorized. The assemblage zones are proposed according with the Code of the International 

Subcommission on Stratigraphic Classification (47). 

 

Text fig. 2: Pollen percentage diagram of Section Kumirmari (KUI) plotted against depth 

and age showing Local Pollen Assemblage Zone 
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Table 1: C14 data recorded from Late Quaternary sediments of Lower Bengal basin, India 

Location Geographical 

coordinates 

Sample 

No. 

Nature of 

the dated 

material 

Depth from 

Surface 

(cm.) 

14C Age 

(yr BP 

± error) 

Refer-

ence 

Kumirmari 22012’18.5

148”N 

88056’11.752

8”E 

BS-3435 E- Clay 325 810±70 Data from 

present 

study 

Kumirmari 22012’18.5

148”N 

88056’11.752

8”E 

BS-3449 M-Wood 150 1970±80 Data from 

present 

study 

Dakshin  

Harishpur 

22013’3.32

04”N 

88049’11.146

8”E 

BS-3434 E- Clay 530 4450±17

0 

Data from 

present 

study 

Dakshin-

Harishpur 

22013’3.32

04”N 

88049’11.146

8”E 

BS-3430 E- Clay 410 410±70 Data from 

present 

study 

Dakshin 

Harishpur 

22013’3.32

04”N 

88049’11.146

8”E 

BS-3443 M-Wood 250 590±70 Data from 

present 

study 

Taldi 22019’52.7

”N 

88035’59.0”E BB-1 M- Peat 465 9271±41 Data from 

present 

study 

Taldi 22019’52.7

”N 

88035’59.0”E BB-2 M- Peat 425 7687±38 Data from 

present 

study 

Namkhana 21046’11.8

164”N 

88013’53.446

8”E 

GrN7137 E- Clay 175 3170±70 34 

Bakkhali 21033’47.2

68”N 

88015’34.207

2”E 

BS-1159 M-Wood 838 4710±12 45 

Bakkhali 21033’47.2

68”N 

88015’34.207

2”E 

BS-1191 E- Clay 4100 6165±19

5 

45 

Diamond  

Harbour 

22012’5.56

2”N 

88012’30.556

8E 

PRL 

1779 

E- Clay 2800 14460±3

50 

45 

Canning 22018’37.3

422” 

88039’28.429

2”E 

BS-1160 M- wood 3168 6250±14

0 

45 

Pakhiralaya 2208’6.856

8’N 

88024’5.7744

”E 

BS-1156 Wood 

fragments 

2230 7530±10

0 

45 

Pakhiralaya 2208’6.856

8’N 

88024’5.7744

”E 

BS-1190 Organic 

rich mud 

4980 8800±13

5 

45 
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Pakhiralaya 2208’6.856

8’N 

88024’5.7744

”E 

OS-

17287 

Wood 

fragments 

490 4250±40 39 

Pakhiralaya 2208’6.856

8’N 

88024’5.7744

”E 

OS-

18427 

Wood 

fragments 

2115 7150±70 39 

Pakhiralaya 2208’6.856

8’N 

88024’5.7744

”E 

OS-

17064 

Wood 

fragments 

4130 8250±60 39 

Raidighi 2200’4.302

”N 

88026’7.296’

E 

OS-

17063 

Wood 

fragments 

2173 7260±50 39 

Raidighi 2200’4.302

”N 

88026’7.296’

E 

BS-1394 Organic 

rich mud 

2340 7960±17

0 

39 

Raidighi 2200’4.302

”N 

88026’7.296’

E 

BS-1389 Organic 

rich mud 

2350 9420±23

5 

39 

Raidighi 2200’4.302”

N 

88026’7.29

6’E 

OS-

17283 

Wood 

fragments 

2700 7430±45 39 

Ganga  

Sagar 

21038’56.47

92”N 

8804’31.50

84”E 

------- E- Clay 90 2920±20 46 

 

(M= Mangrove, E=Estuarine) 

Notes: C14 dating Laboratory- BS = Birbal Sahni Institute of Palaeobotany, Lucknow, India, BB = Bengal 

Basin (Geological Survey of India, Kolkata, India), PRL = Physical Research Laboratory, Ahmedabad, 

India, GrN – Groningen, The Netherlands and OS = Study by Stanley and Hait, 2000. 

 

 

Text fig. 3: Pollen percentage diagram of Section Dakshin Harishpur (DHI) plotted against 

depth and age showing Local Pollen Assemblage Zone 
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Text fig. 4: Pollen percentage diagram of Section Taldi (TDI) plotted against depth and age 

showing Local Pollen Assemblage Zone 

 

Text fig. 5: Pollen percentage diagram of Section Canning (CNI) plotted against depth and 

age showing Local Pollen Assemblage Zone 
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Findings or Recovery 

The recovered pollen grains and spores are described as follows (Plate 1, Figs. 1-16; Plate 

2, Figs. 17-31): 

A. Mangrove Plant Pollen 

(Taxa arranged according to the mangrove ecosystem succession of Sundarbans, India) 

Avicennia sp., Sonneratia sp., Rhizophora sp., Ceriops sp., Bruguiera sp., Excoecaria sp., 

Aegiceras sp., Heritiera sp., Xylocarpus sp., Nypa fruticans, Phoenix paludosa  

B. Ubiquitous Pollen 

Suaeda type / Amaranthus type, Heliotropium sp., Acacia sp., Malvaceae, Asteraceae, Poaceae, 

Cyperaceae 

C. Swampy / Aquatic Environment Indicator Pollen (Fresh Water to Brackish Water) 

Typha, Potamogeton sp., Nymphoides sp., Acrostichum aureum, Ceratopteris sp., Lygodium sp., 

Trilete psilate, Monolete psilate, Monolete verrucate 

D. Fresh Water Microplankton - Concentricystes rubinus 

Regional Pollen Assemblage Zones during Holocene Period through Correlation of Local 

Pollen Assemblage Zones 

Pollen analysis of sections KUI, Kumirmari (Fig.  2), DHI, Dakshin Harishpur (Fig.  3), 

TDI, Taldi (Fig.  4) and CNI, Canning (Fig.  5) have explored three (KUI. P-I – P-III), three 

(DHI. P-I – P-III), three (TDI. P-I – P-III) and three (CNI. P-I – PIII) Local Pollen Assemblage 

Zones respectively. Their correlation is inferred from almost identical pollen assemblages and 

correspondence of the available chronological data (Fig.  2). Correlation of the Local Pollen 

Assemblage Zones described from the four sections viz., KUI, DHI, TDI and CNI have been 

explored on the basis of pollen assemblages recognized in the sections, corresponding 

chronological data and lithocharacters (Table 2 and 3, Fig.  6). The minor differences observed in 

the assemblages may be due to local site variations. 

Six distinct Regional (R) Pollen Assemblage Zones of Lower Bengal basin (LBb) 

established from four sections are LBb. P-I, LBb. P-II, LBb. P-III, LBb. P-IV, LBb. P-V and 

LBb. P-VI (Fig., 6, Table 3). 
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Table 2: Lithology of sediments, corresponding chronological data, the microscopic 

palynomorphs recovered and Local Pollen (P) Assemblage Zone with environment of 

deposition 

Location Lithology 

and depth 

from surface 

(cm) 

C14 date 

(yr BP) 

Ecologically 

significant and 

dominant microscopic 

palynomorphs 

recovered 

Local 

pollen 

assemblage 

zone 

Environment of 

deposition 

Kumirmari Grey clay 

with sand, 

250-200 

c. 3000 – 

1970±80 

Heritiera-Acrostichum-

Cheno- Amaranthus-

Typha-Poaceae- Fern 

KUI. P-III Fresh water 

grassland 

 Grey clay 

with sand, 

300-250 

c. 3500 – 

c. 3000 

 

Heritiera-Excoecaria-

Phoenix paludosa-

Bruguiera-Asteraceae- 

Malvaceae -Fern 

KUI. P-II 

 

Brackish water 

mixed fresh 

water Heritiera 

forest 

 Peaty clay, 

350-300 

c. 4450 – 

c. 3500 

 

Sonneratia-Avicennia-

ceriops- Bruguiera- 

Heritiera-Fern 

KUI. P-I 

 

Swampy 

mangrove 

vegetation 

 

Dakshin 

Harishpur 

Grey clay 

with sand 

400-350 

c. 3000 – 

c. 2000 

Heritiera-Acrostichum-

Cheno- Amaranthus-

Typha-Poaceae- Fern 

DHI. P-III Fresh water 

grassland 

 Grey clay 

with sand,` 

450-400 

c. 3500 – 

c. 3000 

 

Heritiera-Excoecaria-

Phoenix paludosa-

Bruguiera-Asteraceae- 

Malvaceae –Fern 

DHI. P-II 

 

Brackish water 

mixed fresh 

water Heritiera 

forest 

 Peaty clay, 

530-450 

4450±170 

– c. 3500 

Sonneratia-Avicennia-

ceriops-Bruguiera-

Heritiera-Fern 

DHI. P-I 

 

Swampy 

mangrove  

vegetation 

Taldi Peat, 450-420 7687±38 

– c. 6000 

Phoenix paludosa-

Heritiera- Xylocarpus-

Poaceae-Fern 

TDI. P-III Phoenix 

dominated 

mangrove upland 

 Peat, 470-450 9271±41 

– 

7687±38 

Sonneratia-

Xylocarpus-Bruguiera-

Heritiera-Fern 

TDI. P-II Tidal mangrove 

with regular 

inundation 

 Grey clay, 

670-770 

c. 11000 

– c. 

10000 

Heritiera-Nypa 

fruticans-Bruguiera-

Excoecaria-Fern 

TDI. P-I Mixed brackish 

water and fresh 

water tidal 

mangrove with 

regular 

inundation 
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Canning Peat, 420-400 c. 7687 – 

c. 6000 

Phoenix paludosa-

Heritiera-Xylocarpus- 

Asteraceae-Malvaceae-

Fern 

CNI. P-III Phoenix 

dominated 

mangrove upland 

 Peat, 440-420 c. 9271 – 

c. 7687 

Sonneratia-

Xylocarpus-Ceriops- 

Bruguiera-Heritiera-

Fern 

CNI. P-II Tidal mangrove 

with regular 

inundation 

 

 Peat, 460-440 c. 10000 

– c. 9271 

Heritiera-Nypa 

fruticans-Excoecaria-

Fern 

CNI. P-I Mixed brackish 

water and fresh 

water tidal 

Mangrove with 

regular 

Inundation 

 

Phases of Depositional Environment Explored Through Palyno- Stratigraphic Zones of 

Lower Bengal Basin during Holocene 

Six distinct depositional environments have been explored in the Lower Bengal basin 

during c.11, 000 – 1970±80 yr BP through six palynostratigraphic zones. The changes of 

depositional environment and the factors controlling the changes are also revealed from the 

analysis of Regional Pollen Assemblage Zones (Table 3). 

Table 3: Regional Pollen Assemblage Zones of Holocene sediments of Lower Bengal basin, 

India (LBb) and corresponding phases of deposition in chronological sequence 

C14 dates 

(yr BP) 

Regional Pollen Assemblage Zone Phases of 

deposition 

 

c. 3000 - 

1970±80 

LBb. P-VI Heritiera-Acrostichum-Cheno-Amaranthus-

Typha-Poaceae-Fern 

Phase VI Fresh 

water grassland    

c. 3500 – c. 

3000 

LBb. P-V  Heritiera-Excoecaria-Phoenix-Bruguiera-

Asteraceae-Malvaceae-Fern 

Phase V Brackish 

water mixed fresh 

water Heritiera 

forest  

4450±170 – c. 

3500 

LBb. P-IV Sonneratia-Avicennia-Ceriops-Bruguiera-

Heritiera-Fern 

Phase IV Swampy 

mangrove vegetation 
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7687±38 – c. 

6000 

LBb. P-III Phoenix-Heritiera-Xylocarpus-Poaceae-Fern Phase III Phoenix 

dominated – 

mangrove Upland 

9271±41 – 

7687±38 

LBb. P-II Sonneratia-Xylocarpus-Bruguiera-Heritiera-

Fern 

Phase II Tidal 

mangrove with –

regular Inundation                      

c. 11000 – c. 

9271  

LBb. P-I Heritiera-Nypa fruticans-Bruguiera-

Excoecaria-Fern                           

 

 

Phase I Mixed 

brackish water  and 

fresh Water tidal 

mangrove with 

Regular inundation 

 

 

Text Fig. 6: Lithology of sediments, corresponding chronological data, the microscopic 

palynomorphs recovered, Local Pollen Assemblage Zone and Regional Pollen Assemblage 

Zone of Holocene sediments of Lower Bengal basin, India 
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Abstract:  

Bromelain is a crude, aqueous extract from the stems and fruits of pineapples (Ananas 

comosus) derived from Bromeliaceae family. It contains a mixture of different proteases as well 

as phosphatase, glucosidases, peroxi- dases, cellulases and glycoproteins. It has been studied that 

bromelain shows beneficial activities in medicinal aspects. The aim of our study was the 

phytochemical analysis of bromelein. Our experimental study has revealed that bromelain 

contains many important compounds e,g. carbohydrate, saponins, quininone, terpenoids, 

phenols, steroids, vitamin C and protein. These constituents contributes to many medicinal 

properties e.g antimicrobial activity, anti inflammatory activities etc. Therefore  bromalein is 

good source of many medicinally important compounds. 

Keywords: Pineapple, Bromelain, Phytochemical Compounds 

Introduction:  

Recent trend is to explore novel medicine in plants besides the existence of traditional 

medicine. Different plants have been identified for having some medicinal properties. Among 

those plants pineapple plant is one of them. During the sixteenth and seventeenth centuries, the 

pineapple plants were introduced to Asia Pacific and became the first commercial crop (1). 

Several studies have revealed that Bromelain from pineapple contains different bioactive 

compounds (2, 3). Bromelain is present in all parts of the pineapple plant, but the stem is the 

most common commercial source. Bromelain is a complex natural mixture of proteolytic 

enzymes derived from pineapple (Ananas cosmosus) and possesses notable therapeutic 

properties. Interest in bromelain is increasing gradually as bromelain has been used as folk 

medicine for several years. Several studies have been done regarding the potential therapeutic 

value of bromelain (4,5). Our study is related to identification of different medicinally active 

compounds of bromelain of stem part 

Methods: 

Preparation of bromelain extract:  

Homogenate of stem part of pineapple was prepared by homogenising chopped stem in 

(0.1M) Sodium-Acetate buffer (pH : 4.5). The extract was prepared by centrifugation of filtrate 

of homogenate at 6000 rpm for 10min. The extract was used different phytochemical tests.  

mailto:deb_sampa19@yahoo.com
https://www.spandidos-publications.com/10.3892/br.2016.720#b1-br-0-0-720
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Phytochemical tests: 

Test for carbohydrates: To 2 ml of bromelain extract, 1 ml of Molisch’s reagent and few drops of 

concentrated sulfuric acid were added. The presence of purple or reddish indicates the presence 

of carbohydrates [6].  

Test for tannins: To 1 ml of bromelain extract, 2 ml of 5% ferric chloride was added. Formation 

of dark blue or greenish black indicates the presence of tannins [7]. 

Test for saponins: To 2 ml of bromelain extract, 2 ml of distilled water was added and shaken in 

a graduated cylinder for 15 minutes lengthwise. Formation of 1 cm layer of foam indicates the 

presence of saponins [8].  

Test for flavonoids: To 2 ml of bromelain extract, 1 ml of 2 N sodium hydroxide was added. The 

presence of yellow indicates the presence of flavonoids [9].  

Test for alkaloids: To 2 ml of bromelain extract, 2 ml of concentrated hydrochloric acid was 

added. Then, few drops of Mayer’s reagent were added. The presence of green or white 

precipitate indicates the presence of alkaloids [10].  

Test for quinones: To 1 ml of extract, 1 ml of concentrated sulfuric acid was added. Formation of 

red indicates the presence of quinones [11].  

Test for glycosides: To 2 ml of bromelain extract, 3 ml of chloroform and 10% ammonia 

solution was added. Formation of pink indicates the presence of glycosides [12].  

Test for cardiac glycosides: To 0.5 ml of extract, 2 ml of glacial acetic acid and few drops of 5% 

ferric chloride were added. This was under layered with 1 ml of concentrated sulfuric acid. 

Formation of brown ring at the interface indicates the presence of cardiac glycosides [9].  

Test for terpenoids: To 0.5 ml of extract, 2 ml of chloroform was added and concentrated 

sulfuric acid was added carefully. Formation of red-brown at the interface indicates the presence 

of terpenoids [9].  

Test for phenols: To 1 ml of the extract, a few drops of phenol Ciocalteu reagent were added 

followed by few drops of 15% sodium carbonate solution. Formation of blue or green color 

indicates the presence of phenols [11].  

Steroids and phytosteroids: To 1 ml of bromelain extract, an equal volume of chloroform is 

added and subjected with few drops of the concentrated sulfuric acid appearance of brown ring 

indicates the presence of steroids and appearance of bluish-brown ring indicates the presence of 

phytosteroids [13].  

Phlobatannins: To 1 ml of bromelain extract, few drops of 2% HCL were added the appearance 

of red precipitate indicates the presence of phlobatannins [9].  

Anthraquinones: To 1 ml of bromelain extract, few drops of 10% ammonia solution were added, 

appearance pink precipitate indicates the presence of anthraquinone [9]  
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Results: 

Observations of different tests for identification phytochemical compounds have been 

tabulated in table 1. 

Table: 1: Different tests for identification phytochemical compounds 

Name of the compounds Observation 

Tanins - 

Phytosteroid/ Steroid -/+ 

Alkaloids - 

Saponin + 

Carbohydrate + 

Quinones + 

Anthraquinone - 

Phlobatannins - 

Phenols + 

Terpenoids  + 

 

Discussion:  

Our study revealed that the constituents found in the bromelain extract were saponins, 

phenol, terpenoids, steroids, carbohydrates and quinones. Saponins lowers plasma cholesterol 

levels in humans Phenol prevents the oxidative damage by acting over the reactive species. 

Quinone shows antimicrobial activity, flavonoids, phenols, coumarins, steroids, terpenoids, and 

quinones. Secondary metabolites such as alkaloids, quinones, and phenols, present in pineapple 

extract showed anticancer potential. The presence of phenols suggests the antioxidant activity of 

the extract. Bromelain has been used for wide range of therapeutic applications for last four 

decades. It can be used in inhibition of platelet aggregation. Use of natural products is increasing 

nowadays to avoid the various side effects caused by different drugs. The potential to develop 

bromalein extract as drug against different life-threatening diseases is a thrust area for future 

research in drug designing industry. 
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Abstract: 

Obesity is a common disorder nowadays with multifactorial causation and clinical 

significance. In addition to common cause of its rising prevalence like, urbanization of the 

world’s population, increased availability of food supplies, and reduction of physical activity, 

recent studies have shown that gut microbial population plays an important role in obesity. The 

relationship has been found to be co-dependent, i.e, obesity alters gut microbial population and 

gut microbial population influences obesity. Human gut has been reported to be inhabited by 

diverse microbial population that maintains a symbiotic relationship with the body. Some helps 

to produce some growth factors and some contributes to the energy harvesting in the body. Many 

studies have indicated the association of gut microbes with obesity. Inoculation of gut microbiota 

in germ free lean mice showed a significant increase in body mass and insulin resistance. 

Changes in gut microbiota have been reported during absorption, storage and metabolism of 

dietary lipids, which might have contributed to obesity. Studies proved that obese mice can 

harvest more energy and intake more calorie than lean individual. Bacteroidetes and Firmicutes 

are the main two abundant microbial phyla in the gut that has been reported to regulate obesity. 

Many experiments revealed that a significant increase in Firmicutes and decrease in 

Bacteroidetes population occurs in obese individuals in contrast with the lean individuals. 

However, difference in human and mice gut microbial population leaves scope for further studies 

and research of gut micro biota and its influence on obesity in human. 

Keywords: Obesity, Obese mice, Gut Microflora, Bacteroides, Firmicutes.   

Introduction: 

Obesity is referred to as a medical condition in which the body fat gets accumulated in 

the adipose tissues of the body and cause an elevated value of BMI (body mass index) i.e, 

measurement calculated by dividing a person’s weight by square of the person’s height, than 

normal (25-30 kg/m2) (1). This caused several disorders like heart disease, obstructive sleep 

apnea, certain types of cancer and osteoarthritis (2). As often reported, the common reasons 

behind obesity are a combined result of excessive calorie intake, less physical activity and 

genetic vulnerability (3). However, studies have shown that obese individuals carry different 
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microbial ecology in their gut that influence the efficient extraction or storage from the diet (4). 

The human body harbours more than 10 trillion microbes that represent its normal microbial 

flora (5). Some organisms in the population establish a permanent relationship with the body, 

while others are more transient and are present for limited periods of time (6). Gastrointestinal 

tracts also harbour such resident and transient microbial population (7).  Physiological factors are 

major regulators for growth of certain microbes, like- in stomach due to high acidity it acts as a 

chemical barrier for most of the microorganisms to get entry in the gut (8). However, organisms 

such as Helicobacter pylori can colonise the stomach wall (9). Bacterial genera commonly found 

in the small intestine include Lactobacillus, Clostridium, Staphylococcus, Streptococcus, and 

Bacteroides, among others (10) and Bacteroides, anaerobic gram-positive cocci, such as 

Peptostreptococcus sp., Eubacterium sp., Lactobacillus sp., and Clostridium sp etc are found in 

large intestine (11). 

Most of the microorganisms maintain a symbiotic relationship with the body. They are 

provided with nutrition and habitat from the host and in return they contribute to some metabolic 

pathways and production of certain growth factors, like, production of vitamins like Vitamin K, 

Vitamin B12 (12). Also, they help in generating energy from some polysaccharides which are 

otherwise indigestible, since humans do not possess genomes for the product like glycoside 

hydrolases and polysaccharide lyases, which the gut microbes do (13). Further studies have 

shown that the microbial population regulate the expression of a circulating inhibitor of 

lipoprotein lipase: fasting induced adipocyte factor (FIAF) (14). Microbial population in the gut 

ferments some dietary polysaccharides to monosaccharides (13) which intern is converted to 

short chain fatty acids in the distal gut (14). These short chain fatty acids get adsorbed 

subsequently to stimulate de novo synthesis of triglycerides in the liver (15). Thus, reduced level 

of circulating LPL inhibitor, increased LPL activity in adipocytes and enhanced storage of liver 

derived triglycerides in fat cells are the result of microbial suppression of FIAF in the gut 

epithelial cells (16).  

In addition, gut microbiota of genetically obese mice and lean mice as well as obese and 

lean human volunteers has shown distinct nature and populations type (17). Mainly two major 

types of organisms have been found in abundance in the gut their relative content has been 

correlated with obesity: Bacteroidetes and Firmicutes (18). 

Studies to prove the relationship between gut microbiota and obesity:  

Microbial population can regulate the host metabolism and develops low grade 

inflammation (19). Several experiments and studies proved that microbes in gut play an 

important role in alteration of energy homeostasis and development of fat mass. 
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 This was evident from several experiment wherein germ free (GF) mice i.e, the mice was 

grown in absence of any microorganism and the other conventional (CONV) mice contained 

different microbiota since birth, were studied and compared. Earlier reports revealed that germ 

free mice were leaner compared to the microorganism harboured mice. Further, the germ free 

mice altered by inoculation of gut microbiota showed an increased level of fat mass and insulin 

resistance (20). Influence of western diet feeding on GF and CONV mouse has been compared 

recently been reported. Both groups exhibited glucose tolerance, increased adipose tissue 

inflammation, repressed hepatic AMP-protein kinase (AMPK) activity, fatty liver and elevated 

hepatic triglycerides. However, enhanced fatty acid oxidation and higher CPT1 activity in the GF 

mouse compared to their CONV counterparts was opined to be responsible for resistance to diet 

induced obesity (DIO) (21).  

Studies have shown that different individuals carry different gut microbiota and the 

microbiota also varies between an obese individual and a lean individual (22). Even a human 

baby microbiota and a mice microbiota exhibited difference and it was revealed that gut 

microbiota regulate absorption, storage and metabolism of dietary lipids. It was also found that 

gut microbiome is responsible for the co-dependency between metabolic patterns and induction 

of obesity with high fat diet in rats or mice (23). Changes in gut microbiota also disrupted 

choline metabolism, which eventually developed into insulin resistance and non-alcoholic fatty 

liver disease in a mouse strain that has been given high-fat diet and genetically predisposed to 

these disorders (24). Many other studies have contributed to prove the importance of gut 

microbiota in host metabolism. It was found that difference in gut microbial population in 

genetically homogenous individual exerts diversity in metabolic phenotypes (25). Surprisingly, 

identical twins also had significant diversity in their gut microbial populations although they 

share a lot of similarity between them (26). So, it was opined that microbiota uniqueness in gut 

plays a significant role in host metabolism and at the whole organism level on host genetics and 

pathophysiology (27). 

Gut associated microbes in obese individuals: 

Different experiments have shown that gut microbial population varies from one 

individual to another with the presence or absence of obesity. Present day gut microbiota 

composition and diversity could be associated with the pathology of obesity (21,23). There may 

be changes in plenty at the level of species, genus or phyla of microbial population in gut. 

Previously, it has been reported in genetically obese mouse (ob/ob), have 50% decreased 

Bacteroidetes and increased Firmicutes in contrast with their leaner siblings (+/+) (28). Diversity 

of microbes in gut decreased significantly in obese people compared to non-obese controls (29). 
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However, in two separate reports, unlike previous studies no significant effect of firmicutes: 

bacteroides (F/B) ratio on obesity phenotype in human was observed and was opined that only 

gut F/B ratio could not be confirmly used as a marker of obesity (30,31). In a mouse model-

based study, gut microflora has been reported to be responsible for controlling apetite by 

regulating grelin and leptin (elevation in leptin and depression in grelin decreases the level of 

apetite satiety and increases hunger) levels by production of short chain fatty acids (SCFA). The 

abundance of several bacterial genera like Mucispirillum, Lactococcus, Bifidobacterium, and 

Lactobacillus, in particular was found to be positively correlated with circulating leptin 

concentrations in mice, while other bacterial genera, including Allobaculum, Clostridium, 

Bacteroides, and Prevotella, negatively correlated with leptin levels. As far ghrelin is cocerned, 

predominance of Bifidobacterium, Lactobacillus, and B. coccoides, Eubacterium rectale groups 

was negatively correlated; instead, Bacteroides and Prevotella positively influenced its levels. 

Increase in hunger results in more food intake thereby increasing body weight (32). In addition to 

Firmicutes and Bacteroides that accounts to 64% and 23% of gut microflora respectively, 

Proteobacteria (8%) which included gram-negative bacteria (i.e., Escherichia coli and 

Helicobacter pylori), Fusobacteria, Verrucomicrobia, and Actinobacteria (3%) that include 

genera such as Bifidobacterium were also reported (33). Role of SCFA in prevention and 

treatment of obesity-associated insulin resistance has been extensively reported. Mainly, 

propionate and butyrate suppress the activity of orexigenic neurons that express neuropeptide Y 

in the hypothalamus and the modulates signaling mediate by the ghrelin receptor. Experimental 

shift in the gut microbiome in mice toward increased production of butyrate resulted in 

production of higher level of GLP-1, as well as hypothalamic expression of pro-

opiomelanocortin, thereby influencing the hunger-satiety cycle (34). Gut bacteria are responsible 

for production of principally three types of SCFA: acetate, propionate and butyrate. Enteric 

bacteria, including Ruminococcus spp., Prevotella spp., Bifidobacterium spp., and Akkermansia 

muciniphila are suggested to be the main acetate-producing bacteria in gut (35). Propionates are 

mainly produced by Bacteroidetes and Negativicutes (Firmicutes phylum), and Lachnospiraceae, 

while butyrate is principally produced by Faecalibacterium prausnitzii, Eubacterium rectale, 

Eubacterium hallii, Coprococcus comes and Coprococcus eutactus (36). As far as childhood 

obesity is concerned genus Bifidobacterium was found to be higher and Staphylococcus spp. was 

lower in normal weight children although loss of abundance and diversity of gut microbiota in 

obese individuals was principally evident (37).  
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Experiments carried out to establish the relationship between gut microbe and obese host: 

Role of gut microbiota in establishment of metabolic disease such as obesity and type 2 

diabetes has been extensively reported in recent studies.  

Base on the fact that impaired leptin signalling resulted in metabolic disease like obesity 

and type 2 diabetes, gut microflora of genetically obese (Ob/ob) (biologically inactive leptin 

encoding gene due to systemic nonsense) and genetically diabetic (db/db) (mutated receptor 

encoding sequence of leptin hence inactive intracellularly) mice was studied and compared (38). 

Total metagenomic DNA was isolated from these two groups and high throughput next 

generation sequencing was carried out targeting highly variable V3-V4 region of the 16S rRNA 

gene was using universal primers 341F (5′-CCTACGGGRSGCAGCAG-3′) and 806R (5′-

GGACTACVSGGGTATCTAAT-3′). Clustering analysis of obtained sequence data identified 

identified 14,292 operational taxonomic units amongst which Bacteroidetes and Firmicutes 

dominated the microbial composition in ob/ob mice, and exhibited relative abundance of 39.28% 

and 52.86%. The same in db/db mice was 46.06% and 46.58%, respectively. Significant 

difference in gut microbial population between both group of mice at different age and between 

the two groups was also reported. In fecal microbiota of 12-week-old ob/ob mice Bacillales was 

significantly high which exhibited a shift to abundance of Moraxellaceae in same mice of 18 

weeks age. In fecal microbiota of db/db mice, abundance of Coriobacteriaceae, Ochrobactrum, 

and Bradyrhizobiaceae at 8 weeks of age shifted to abundance of Desulfovibrio after 12 weeks 

and after 18 weeks abundance of Brachybacterium, Pseudonocardia and Bacteroidales was 

observed. Difference in microbial composition of fecal samples between two types of mice of 

same age was observed also observed.  At 8 weeks of age, fecal microbiota of ob/ob mice was 

dominated by Bacteroidaceae, Desulfovibrionaceae, Pasteurellaceae, and Anaeroplasmataceae 

family of microbes in contrast to Propionibacteriaceae, Prevotellaceae, Dehalobacteriaceae, 

Ruminococcaceae, Sphingomonadaceae, Eterobacteriaceae, and Verrucomicrobiaceae family in 

db/db mice. It was concluded that since microbial composition showed a similar fluctuation 

pattern with that of the blood glucose values in ob/ob and db/db mice with age. This reflects that 

the gut microbiota, especially the taxa with a relatively higher abundance at a specific age, may 

be involved in glucose homeostasis. 

In another study, gut microflora of 21 adult obese human subjects was studied by 16S 

rRNA gene sequence-based analysis and was compared with gut flora sequences of non-obese 

(n=21) subjects obtained from Microbial Genome Database System. Total genomic DNA was 

obtained from the stool samples of obese individuals, amplified V3-V5 region of 16S rRNA gene 

and the amplicons were subjected to next generation sequencing (39). The study in total 
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compared 1,943,896 sequences (39,477 16S rRNA genes of each sample) using the widely used 

bioinformatics software Mothur. After removal of low quality sequences, this software was used 

to calculate community richness, evenness and diversity index analysis. Differences between the 

gut flora composition in obese and non obese control samples were assessed using Analysis of 

Molecular Variance (AMOVA) in Mothur. Prediction of microbiome function in the same study 

was carried out by another bioinformatics tool called PICRUSt2. The alpha diversity calculated 

revealed that the gut microbiota of obese individuals had lower richness (ACE and Chao index), 

lower evenness and diversity (based on Shanon Index) in comparison to that of non-obese 

individuals. Based on AMOVA test, decrease in abundance of phylum firmicutes and decrease in 

abundance of phylum bacteroides was observed in the gut microflora of obese individuals, when 

compared to that of non-obese healthy subjects. At family level, Prevotellaceae, Veillonellaceae, 

Ruminococcaceae, Fusobacteriaceae, Porphyromonadaceae and Rikenellaceae of which three 

were Bacteroides were found to different among obese and healthy individuals. Significantly, the 

concentration of Bacteroides uniformis was reduced while Blautia and Prevotella copri 

increased in gut microflora of obese individuals, which inturn could be corelated to SCFA 

content in feaces, a major indicator of obesity. The abundance of Bifidobacterium (which was 

previously reported to exhibit anti-obesity effect (39)) was reduced in obese individuals (0.33% 

in comparison to 1.21% in non obese individuals), while that of the genus Prevotella increased in 

obese individuals (30.57%) with respect to non obese subjects (7.22%). Referring to previous 

reports it was concluded that that the genus Prevotella, due to their physiological characteristics 

like production of succinate, triglycerides and highly sensitive C- reactive protein, could be 

positively co-related to obesity.  

Body mass index (BMI) has been considered as a major indicator of obesity and as per 

classification by WHO, MI < 18·5 kg/m2 for lean, BMI = 18·5 – 24·9 kg/m2 for normal weight, 

BMI = 25 – 29·9 kg/m2 for overweight and BMI >30 kg/m2 for obesity (40). As per Chinese 

BMI classification (more or less similar to WHO BMI classification), a study group was 

classified into 3 classes- lean, normal and overweight and their feacal microbiota was analyzed 

by 16Sr RNA gene based next generation sequencing. Based on the obtained results, taxonomic 

classification and determination of α and β-diversity indices was carried out and was corelated 

with BMI of the subjects under study (41). Like other reports, the phylum Bacteroidetes and 

Firmicutes dominated in the fecal microflora, but no significant variation in 

Firmicutes:Bacteroidetes ratio was observed among different groups. BMI exhibited negative 

correlation with gut microbiota Shanon and Simpson indices indicating decrease in gut microbial 

diversity with increase in BMI. Microbiome signatures among lean and obese students was 

reported in the same study. In obese group, the genus Parasutterella was dominant while the 
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genus Blautia, Megasphaera, Klebsiella, uncultured Lachnospiraceae and Anaerotruncus were 

enriched in the fecal samples of lean group.  

Conclusion: 

Results and observations from different experiments showed that gut microbial 

population both in experimentally studied mice system as well as human population typically 

could be corelated with several metabolic disorders like type 2 diabetes and obesity. In all the 

studies reviewed herein, it was generally concluded that obese phenotype could be typically 

correlated with decrease in gut microbial diversity. SCFA producing bacterial phenotypes were 

found to control obesity by modulating hunger-satiety balance while Bifidobacterium that has 

been widely reported to possess anti-obesity effect typically decreased in gut of obese 

individuals. However, Firmicutes:Bacteroidetes ratio, which was typically considered as a 

marker of diversity was opined not to be considered in conformity and requires further analysis. 

With the advent of next generation sequencing and availability of several bioinformatics tools, it 

has been possible to successfully carry out microbial community analysis based on molecular 

signature markers and species richness, evenness and diversity indices of gut microflora has been 

successfully determined. All the analysis and reports unifiedly opined that loss in diversity of gut 

microflora could be a major reason behind obesity.  
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Abstract:  

The Sundarbans- the most important mangrove ecosystem on the Earth, meaning the 

“beautiful forest” derives its name from the Sundari trees found here. The Sundarbans is 

intersected by a complex network of tidal waterways, mudflats and little islands of salt-tolerant 

mangrove forest formed by the super confluence of the rivers- Ganges, Brahmaputra and 

Meghna in the Bay of Bengal. This unique diverse ecosystem is understood for its wide 

selection of flora and fauna -the most famous being the man-eating Royal Bengal 

Tigers besides numerous species of birds, spotted deer, crocodiles, snakes etc. Due to its 

extremely rich diversity and uniqueness, Sundarbans has been declared as a UNESCO World 

Heritage Site. Over the centuries, these mangroves have been extensively exploited for 

timber, fish, prawns or converted for paddy and aquaculture, as a result, it is now facing the 

intense challenge for its existence. The constantly growing human population, global climate 

changes particularly the ocean level rise are some of the main threats to this vast magnificent 

biodiversity. Further loss of this precious mangrove forest will ultimately result in the reduced 

protective biological shield against disastrous cyclones and tsunamis which would not only 

greatly endanger its diverse flora and fauna but also put the encompassing coastal communities 

at high risk of survival. Therefore strict measures should be taken to conserve this valuable 

biodiversity and decrease the man-animal conflict. 

Keywords: Sundarbans, mangrove, ecosystem, biodiversity, conservation 

Introduction:  

The Sundarbans- the world’s most important and largest mangrove ecosystem, meaning 

the “beautiful forest” derives its name from the Sundari trees found here.[1]The Sundarban 

Mangrove ecosystem is a unique and highly productive ecosystem within the sea-land interphase 

with the conglomerations of plants, animals and microorganisms acclimatized within 

the fluctuating environment of the tropical intertidal zone and protect the coastal areas against 

natural hazards like cyclones and tsunamis.[2-5] It is intersected by a complex network of tidal 

waterways mudflats and little islands of salt-tolerant mangrove forests This ecosystem is 

highly valued in terms of economy, environment and ecology.[6-12] 
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Area:  

The Sundarbans is found within 21°32′ to 22°40′N and 88°05′ to 89°51′E and covers an 

area of roughly 10,000 km of which 62% lies within Bangladesh and only 38% in India.[13] 

Formation of sunderban delta:  

This ecosystem has been formed by the super confluence of the rivers- 

Ganges Brahmaputra and Meghna. [1]The mighty Indian river, the Ganges and its associated 

estuaries like Muriganga, Saptamukhi, Bidyadhari, Haribhanga, Thakuran etc, open into the Bay 

of Bengal having a north-south direction of water flow. The silt and loam carried by these 

estuaries were deposited on the salt marsh eventually resulting in the formation of a mosaic of 

102 deltaic islands of which 54 are reclaimed for human habitation. Rivers within 

the Sundarbans are meeting places of saltwater and freshwater [13-14] actually it's a region of 

transition between the freshwater of the rivers originating from the Ganges and the saline water 

of the Bay of Bengal.[14] 

Uniqueness:  

This unique diverse ecosystem is understood for its wide range of flora and fauna -the 

most famous being the man-eating Royal Bengal Tigers besides numerous species of 

birds, spotted deer, crocodiles, snakes etc. Extremely rich biodiversity and uniqueness of 

Sundarbans has earned it the prestigious tag of UNESCO World Heritage Site and natural 

wonder of the planet. [1,13] 

Biodiversity:  

This ecosystem harbours thousands of flora and fauna in its diversified habitats along 

with the highest number of mangrove tree species which accounts for one-third of the 

global total, high biodiversity within the Sundarbans is additionally represented by other groups 

with more than 200 additional plant species, more than 400 species of fish, over 300 species of 

birds, 35 species of reptiles, 42 species of mammals, also countless invertebrates, bacteria, fungi, 

etc.[15,16] 

Importance of this ecosystem:  

The environment of the Sundarbans mangroves—both in India and Bangladesh—is 

densely populated. This population being impoverished depends heavily on the forests for their 

livelihood and sustenance. [17-19] This ecosystem maintains the agricultural economy by 

providing timber & fuelwood, faunal resources like fishes, honey etc, protects the coast from 

erosion, mitigates flood and maintains estuarine flow. Mangrove trees are used for timber and 

construction material (e.g. for houses, boats, traps) also as for fuel and charcoal production. 

Apiculture is widespread within the Sundarbans mangrove forests and provides honey and wax. 

A large number of people are engaged in beekeeping within the Indian Sundarbans, producing 
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approximately 90% of the entire natural honey production in India.[13] Apart from these useful 

resources, mangrove trees also provide tannins for leather production and are home to a wide 

array of medicinal plants. Innumerable varieties of sea creatures like crabs, molluscs, shrimps 

and fish are caught within the brackish waters [1] which also acts as nursery grounds for several 

commercially important fish species. One of the most important beneficial effects of this 

mangrove is that it acts as buffers against cyclones, storms etc. The 2004 tsunami could have 

caused more destruction of lives and property had the buffering capacity of the forest been not 

present.[20] Furthermore, in May 2009, much of the momentum of cyclone Aila was absorbed by 

the mangroves, saving the city of Kolkata from clutches of greater loss.  

Threats to this biodiversity & ecosystem:  

During the past three decades, large parts of the remaining Sundarbans are protected for 

wildlife conservation, particularly tigers, through the creation of several sanctuaries and 

biosphere reserves. However, the biodiversity and basic fabric of ecosystem functioning are 

being threatened due to several reasons like [1]: reclamation of the deltaic island for human use, 

deforestation, erosion and unwanted accretion, embankment (polder) erosion/waterlogging 

salinity invasion,[21] freshwater reduction from the north (eg. Farraka barrage), [1,22,23] 

overexploitation of natural resources, illegal shrimp fry collection, hunting and tree felling. Top 

dying in Sundri (Heritiera fomes) trees [22,23], construction of embankments,[24] ecotourism [25] 

pollution & sea-level rise, global climate change and heating[26] have aggravated the matter.  

Conclusion:  

Although, significant conservation measures are being taken by the government of both 

the countries (Bangladesh and India) to preserve the magnificent biodiversity of the Sundarbans, 

yet the mangrove is slowly being destructed due to heating, climate change, human interference, 

man and animal conflict, rampant deforestation etc.  Conservation of this ecosystem is urgently 

required because it's not only the World’s most valuable mangrove which provides food, water, 

other natural resources and occupation to millions for their livelihood and sustenance; habitat for 

several species of plants, birds, reptiles, insects, animals, including the protected Royal Bengal 

tigers but also protects its inhabitants and adjoining areas from the worst effects of cyclones and 

tsunamis.  
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Abstract: 

Ribosome from all sources can act as general protein folding modulators. In bacteria, the 

active site for protein folding overlaps with the peptidyl transferase centre (PTC) in the domain 

V of Escherichia coli 23S rRNA. The same set of conserved nucleotides in the PTC interacts 

identically with full length nascent protein and chemically unfolded proteins both in vivo and in 

vitro to make them folding competent. During in vitro protein folding, the unfolded protein 

dissociates the 70S ribosome and sequesters the 50S subunit to access the PTC in order to attain 

a folding competent state. This folding competent protein can then slowly achieve its tertiary 

active conformation with the help of other factors like the chaperones. For efficient protein 

folding, the PTC needs to be fully open and accessible to the folding protein and also be free of 

any other PTC binding factors. The transfer RNA (tRNA) is a crucial member of the translation 

team. It interacts with a number of sites on the ribosome. Preliminary in vitro findings suggest 

that deacylated tRNA molecules, bound to P and E sites of domain V, inhibit 70S from 

participating in the folding process.  The refolding ability of the 50S subunit, 23S rRNA and 

domain V rRNA, when studied separately, is also found to be significantly affected by the 

presence of bound tRNA. Such inhibition seems to be very specific requiring precise interaction 

between P loop of domain V rRNA and 3ʹ-CCA end of tRNA. 

Keywords: protein folding, ribosome, tRNA 

Introduction: 

It has been shown that the active site of protein folding in bacteria is the domain V of 23S 

rRNA on the 50S ribosomal subunit. The domain V has been split into two fragments. One part, 

called RNA1 (comprising of mainly the central loop that overlaps the PTC), binds the denatured 

protein. The rest of domain V, called RNA2, helps in releasing the protein into the “on pathway” 

of folding. Only a conserved set of nucleotides of domain V rRNA binds specifically to unfolded 

proteins both in vivo and in vitro to make them folding competent (1-3). Earlier studies show that 

during in vitro protein folding, the unfolded protein dissociates the 70S ribosome and sequesters 

the 50S subunit to access the PTC (4-6) in order to attain a folding competent state which can 

then slowly achieve its tertiary active conformation with the help of other factors like the 
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chaperones. The folding process thus seems to require that the PTC be fully open and accessible 

to the folding protein and most likely also be free of any other PTC binding factors that might 

interfere with the process. Antibiotics which inhibit protein synthesis by binding to PTC, can 

also block protein folding in vitro and in vivo (1). Many of the conserved nucleotides on PTC 

that are crucial for ribosome - mediated protein folding overlap with regions for binding of A, P 

and E site tRNA molecules during translation. The main functional interactions between 23S 

rRNA and peptidyl-tRNA in the P site of the large ribosomal subunit are apparently limited to a 

Watson-Crick base pair between G2252 and C74, a non-canonical (possibly, triple-nucleotide) 

interaction of U2506 and U2585 with A76, and a contact between A2451 and the amino-acyl 

moiety of peptidyl-tRNA. Protection of some additional bases (e.g. G2251, G2253, U2584) also 

occur (7). This work shows that tRNA molecules bound to P and E sites on PTC can indeed 

inhibit ribosome-mediated protein folding in vitro. 

Materials and Methods: 

Preparation of ribosome and tRNA:  

Wild type 70S ribosome and its subunits were prepared from E.coli MRE 600 (RNase I-) 

cells, as described before (8). E. coli conditional mutant strains harbouring mutant ribosomes 

were kindly gifted by Prof. A.E. Dahlberg of Brown University, RI, USA. Wild type 23S rRNA, 

domain V rRNA and RNA 1 and RNA 2 were prepared as described before (9). Plasmid pSKb2 

containing the gene for tRNAGln and plasmid pHTk1 containing the gene for tRNALys, were 

kindly gifted by Prof. Samit Adhya of IICB, Kolkata, along with the protocol for their 

preparation (10). Plasmid pKR15 containing the gene for tRNAGlu was a kind gift from Prof. 

Siddhartha Roy of IICB, Kolkata. tRNAGlu isolation was done as described before (11). 

Study of ribosome mediated protein folding and its inhibition by tRNA:  

For protein folding studies, a 31kD monomeric protein Bovine Carbonic Anhydrase 

(BCA) was used, that can be assayed quickly and conveniently. BCA was unfolded in 6M 

guanidine hydrochloride for 3 hours at 25ºC. The loss of secondary structure of the protein was 

confirmed by CD spectral analysis. Deacylated tRNA, in absence of any mRNA, is reported to 

bind to E site of 70S ribosome at 20mM Mg++ concentration and to both P site and E sites at a 

higher Mg++ (25mM) concentration (12). So, the refolding buffer was prepared accordingly. The 

refolding buffer was divided into a number of sets – one was used as control, and to the others 

ribosome (wild type or mutant)  or rRNA was added such that its concentration would be same 

as that of the denatured protein that would be added to the same buffer (i.e. 1:1 molar ratio). To a 

number of these sets, tRNA (wild type or mutant) was added in increasing concentrations, and 

these sets were pre-incubated at 37ºC for 30 minutes to allow tRNA to bind to domain V rRNA 
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region, before the denatured protein was added to them. The denatured BCA was 100 times 

diluted in the refolding buffer to reduce guanidine hydrochloride concentration below the level 

which would be inhibitory to refolding reaction or enzyme assay. Refolding was done for 30 

minutes at 25ºC after which each set was diluted 2-fold in assay buffer. The activity of the 

refolded enzyme was assayed by adding 500µM paranitrophenyl acetate to each set and 

measuring the increase in A400nm with time. The extent of refolding was calculated by taking the 

ratio of the activity of the refolded enzyme to the activity of the same amount of native enzyme. 

While plotting graph, the level of self folding was taken as the baseline. 

Filter Binding Assay:  

Filter binding assay was performed by using cellulose nitrate filter paper with a pore size 

of 0.45 micron through which small molecules like RNA1 (337 nucleotides), RNA2 (425 

nucleotides), or tRNA (~100 nucleotides) can pass easily, but would fail to pass if the RNA is 

bound by protein or some other large molecule like ribosome. If the RNA is radio-labeled, its 

binding to the filter can be measured. 

Result and Discussion: 

In order to study the interaction of tRNA and unfolded protein with PTC in vitro, 

refolding of unfolded protein was initially carried out by 70S ribosome with deacylated tRNA 

bound to its P and/or E site(s) at higher Magnesium concentrations in a poly-U independent 

manner (12). The study was then extended to 50S subunit, 23S rRNA, domain V rRNA and 

finally to the RNA1 and RNA 2 species.  

Ribosome-tRNA complex formation was verified by filter binding assay (Fig. 1). 

 

Figure 1: Deacylated tRNA binds to ribosome at high magnesium 
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Effect of tRNA on protein folding by wild type 70S ribosome, its 50S subunit and its rRNA: 

In agreement with previous data, it was found that when allowed to self fold, unfolded 

BCA could gain back only 20-25% of its native activity whereas ribosome assisted folding 

increased the activity to 65% or more (1-3).  But, deacylated tRNA bound to the E site of 70S 

ribosome at 20mM Mg++, reduced the protein folding activity of that population of ribosome 

from 65% to 40% while deacylated tRNA bound to both P site and E sites of the 70S ribosome at 

25mM Mg++, lowered its protein folding activity from 65% to 28% at an added molar 

stoichiometry of ribosome : tRNA  1:3 (Fig. 2, panel A).  

Although the tRNA binding conditions are optimum for 70S binding, studies were 

extended to 50S subunit of ribosome (Fig.2, panel A), its 23S rRNA and domain V rRNA (Fig. 

2, panel B), and then finally to RNA 1 and RNA 2 (Fig.2, panel C). In each case, we found 

reproducible and significant inhibition of refolding by these folding modulators when bound to 

tRNA. Also, the extent of inhibition was found to be more pronounced at 25mM Mg++ 

concentration than in 20mM Mg++ concentration, especially for the complete 70S particle (Fig.2, 

panels A-C). It is to be noted that in case of the rRNA modulators, a comparatively higher tRNA 

concentration was needed to ensure enough complex formation between tRNA and rRNA 

molecules in vitro. Also, standardizing the tRNA binding conditions separately for all the folding 

modulators (50S onwards) may actually give even better folding inhibitory effect in each case. 

Effect of tRNA on protein folding by mutant 70S ribosomes:  

Single base change at position 2251 or 2252 of P loop of domain V rRNA eliminates its 

ability to interact with 3’-CCA end of P site tRNA. We obtained a large number of conditional 

ribosome-mutants in domain V region of rrnB operon in a plasmid derived from pKK3535 from 

Prof. A.E. Dahlberg of Brown University, USA. It should be noted that the mutant ribosomal 

preparations invariably were contaminated with some chromosomally encoded wild type 70S 

ribosomes, although the mutants were the predominant species. We worked with three different 

mutant species defective in P-site tRNA binding that carried G2251A, G2251U and G2252A 

mutations respectively in 70S ribosome. Refolding studies carried out with these mutant 70S 

ribosomes on unfolded BCA revealed that they act as very efficient folding modulators. It was 

also found that these mutant ribosomes fully retain their folding activity under P and E site tRNA 

binding conditions (Fig. 2, panel D). On the other hand, mutant U2555A 70S recognizes non-

cognate tRNA at the A site, but is not defective in tRNA binding at the P site. In this mutant, 

tRNA inhibited the folding of denatured BCA under P site tRNA binding conditions, similar to 

the wild type 70S ribosome (positive control) (Fig. 2, panel D). This suggests that the conserved 
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nucleotides in P loop of domain V rRNA are necessary for inhibition of protein folding by 

tRNA. 

Effect of tRNA with and without 3ʹ-CCA end on protein folding by 70S ribosome:  

Watson-Crick base pairing is reported between G2252 base in the P loop of domain V 

rRNA and C-74 of 3ʹ-CCA end of tRNA. Folding inhibition studies were carried out with E. coli 

tRNAGlu and human tRNALys, both having intact 3ʹ-CCA ends and with Leishmania tarentolae 

tRNAGln with 3ʹ-CCA end deleted. BCA was unfolded as mentioned and allowed to refold by 

itself, by wild type 70S ribosome and by 70S ribosome pre-incubated separately with each of 

these tRNA molecules. It was found that protein folding by 70S ribosome was inhibited by wild 

type tRNA with intact 3ʹ-CCA ends, while tRNA depleted of 3ʹ-CCA end failed to show any 

inhibitory effect, presumably due to failure in tRNA-70S complex formation in the latter case 

(Fig. 3, panel A). 

Effect of tRNA with 3ʹ-UCA end on protein folding by 70S ribosome carrying G2252A 

mutation in P loop:  

In ribosomes carrying G2252A mutation, the base pairing with C-74 of tRNA is lost, 

resulting in dominant lethal mutants that are defective in P site tRNA binding.  

In an attempt to suppress such loss of interaction, the 3ʹ-CCA end sequence of human 

tRNALys was mutated to UCA. It was incubated in increasing concentrations with ribosomes 

carrying G2252A mutation, under P site tRNA binding conditions at 37ºC for 30 minutes. 

Refolding reaction was carried out with this folding mix on unfolded BCA and assayed for 

recovery of enzyme activity. It was seen that the protein folding activity of the mutant 70S still 

remained unaffected (Fig. 3, panel B). This suggests the importance of tRNA CCA-end 

specificity in ribosome interaction, as loss of inhibition is not restored by mutation of CCA end 

of tRNA to UCA. Thus, this result once again establishes the importance of interaction between 

the universally conserved 3ʹ end sequence of the acceptor arm of tRNA and the conserved 

hairpin loop, the P loop, of 23S rRNA. It should be emphasized here that the binding of 

deacylated  tRNAs to the E-site of ribosome is dependent  on  an  intact  CCA end. Although 

there are many contacts between the 23S rRNA and the tRNA, somehow the CCA end controls 

seventeen out of twenty contacts between the two.  
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Figure 2 (A-D): tRNA bound to wild type ribosome and its rRNA inhibits protein folding. 

Loss of interaction restores protein folding ability of ribosome (described in details above). 

The level of self folding of protein has been taken as the baseline 

 

Figure 3 (A, B): Only wild type tRNA with 3ʹ-CCA end can bind to ribosome and interfere 

with the protein folding process 
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Conclusion: 

Prokaryotic ribosome takes an active and crucial part in protein folding, thus helping in 

the formation of the correct tertiary conformation of all proteins it synthesizes. This has been 

well substantiated by in vitro and in vivo experiments (1-3). Therefore, the effect of any 

interaction of ribosome with the accessories involved in its peptidyl transferase activities on its 

protein folding property is worth studying. Such studies will help establish a novel paradigm for 

the role of ribosome in protein folding. The transfer RNA is probably the most important 

candidate in this search. It interacts with a number of sites on the ribosome on one hand and with 

a large number of translation accessories on the other. Moreover, it evolved as a link between 

transcription and translation with its outstanding codon reading properties. Therefore, the way it 

modulates protein folding is a crucial information which is worth collecting.  In this study we 

tried to find out whether 70S ribosome can refold unfolded proteins while its domain V is 

occupied by tRNA. As described above, our preliminary findings suggest that deacylated tRNA 

molecules, bound to P and E sites of domain V, inhibit 70S from participating in the folding 

process.  The refolding ability of the large subunit, 23S rRNA, domain V rRNA and RNA 1& 2 

is also significantly affected by the presence of bound tRNA. Such inhibition seems to be very 

specific requiring precise interaction between P loop of domain V rRNA and 3ʹ-CCA end of 

tRNA. 
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Abstract:  

Domestication of plants or “Agriculture” is a process developed by human race as a 

means of their survival strategy. Historic evidence of agriculture has been found to be recorded 

as long as at least 20000 B.C. Agriculture was implemented as a holistic natural approach 

exploiting natural processes and resources. Cultivars learned the skills of maintaining good soil 

health and plant growth.  In the 18th century, Industrial Revolution initiated urbanization and 

caused occupational changes of people in different parts of the world. More recently, after 1950s, 

Green Revolution was thought to be the great device to cope up the hunger of gradual increasing 

world population by manipulating the soil health and plant character. Introduction of chemical 

fertilizer for greater crop production was done during World War I. Initially they were cheap and 

powerful. A similar advance in chemical pesticides was occur during 1940s. Use of these 

chemical fertilizer and pesticides become an integral part of Green revolution. But gradual 

accumulation of these agrochemicals acted as silent killer of microbes and macrobes directly and 

/ or indirectly destroying several ecosystems in the soil, water and plant surface including 

accumulation of heavy metals in the food chains. Lots of microbes, plants and animals become 

extinct, rare and endangered. To recover the whole system, concept of Biological Firming has 

been considered which is nothing but reintroduction of conventional method of cultivation with 

some modern technological advances that would restore the natural soil biology and crop 

physiology along with food and health security of human race and conservation of other life 

forms. 

Keywords: Organic farming, Indian agriculture, sustainable agriculture,  

Background: 

Agriculture may be defined as the domestication of plants in a monoculture manner for 

procurement of necessary food in an easier way during the course of civilization when human 

kind was approaching from hunter to gatherer and so ahead. History of agriculture is 

intermingled with the history of humankind’s development which is probably more than 10,000 

years back as indicated in the archaeological data. It is evidenced from the history of India that 

wheat, pulses, sesame seeds, barley, cotton etc was in use since 6,000BC during Indus Valley 

civilization. People built dam and drainage system by that time for agriculture and domestic use. 

In the journey of civilization, the communities of farmers increased faster than those of 

the hunter-gatherers, villages developed; crafts, painting and writing evolved. The plants also 
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developed further through natural selection: wheat, barley, flax and peas produced larger 

seedlings with a better yield. Thus symbiosis and co-evolution gradually took place in different 

parts of the world. By the early 1800s, agricultural practices, was rapidly evolved through 

selection of hardy strains and cultivators, so improved that yield many folds. Experiments on 

Plant Hybridization started in the late 1800s and subsequently, the development of hybrid crops. 

However, increasing dependence upon monoculture crops lead to famines and food shortages, 

most notable example being the Irish Potato Famine (1845–1849). After World War II U.S. 

Government, the philanthropies and the sciences turned their attention to the rest of the world. 

Agriculture became an instrument for grabbing the global power. In the process, the U.S. 

exported agricultural technology and kept billions of people alive. Green Revolution came into 

the scenario.  

The Green Revolution in India commenced in the early 1960s by the Government to 

ensure food security that led to an increase in food grain production, especially 

in Punjab, Haryana, and Uttar Pradesh. The Green Revolution in India refers to a period when 

Indian agriculture was converted through industrial system due to the adoption of modern 

methods and technology such as the introduction  of high yielding variety (HYV) seeds, tractors,  

pesticides, fertilizers etc which was responsible for gradual displacement of several local 

varieties of crops, conventional and ethnic system of agriculture. Green revolution also invited 

indiscriminate use of agrochemicals which severely damaged the soil health and water quality of 

the field area. The ultimate negative impact was imposed on the plant health, crop quality and its 

productivity. It was found by early 90s that extreme dependence on chemical fertilizers and other 

agrochemicals caused loss of fertility of soil, alteration of physical properties of soil particles, 

death and damage of soil inhabiting microbes and other life forms. The cumulative effect of all 

the conditions caused increased cost of farming, farmers are falling into the trap of money 

lenders and even many of them committed suicide. In this situation, both the scientists and 

farmers tried to shift back to organic farming in our country as well as throughout the world.  

Green revolution provided a temporary quantitative development of agriculture products but we 

need a qualitative and sustainable agriculture system (Gahukar, 2009). Bio-cultivation or organic 

farming is the probable measure of it. 

Consequences of green revolution: 

Although Green Revolution increased crop production for a particular period of time, it 

facilitated the development of Agro-industries and different Multinational seed companies. 

Agriculture then became dependent on industries and thus required a huge amount of investment 

for crop production. Poor farmers were unable to afford it.  Again, there was a reduction in 

agriculture labour absorption for the adoption of new technology and thus reduced the 

employment opportunity in the rural area. The most important effect of this system  was on soil 

http://www.newworldencyclopedia.org/entry/Famine
http://www.newworldencyclopedia.org/entry/Irish_Potato_Famine_(1845%E2%80%931849)
https://en.wikipedia.org/wiki/India
https://en.wikipedia.org/wiki/Punjab,_India
https://en.wikipedia.org/wiki/Haryana
https://en.wikipedia.org/wiki/Uttar_Pradesh
https://en.wikipedia.org/wiki/Agriculture_in_India
https://en.wikipedia.org/wiki/High-yielding_variety
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and water where both the physical and biological health of soil and both the surface and ground 

water level was contaminated with excess agrochemicals as well as heavy metals. This situation 

potentially damaged the sustainability of agriculture. This scenario alerted the scientists to 

resolve the situation. The package of methods to compensate the damage and to improve the 

present situation towards sustainability is described here as organic farming or bio- cultivation. 

How to compensate the damage:  

1) By maintaining long term fertility of soil through effective use of natural resources: 

Soil fertility is the ability of soil to sustain plant growth and optimize crop yield.  

Integrated soil fertility management is the best way in this situation to maximizing the efficiency 

of the soil. Integrated Soil Fertility Management (ISFM) is defined as: A set of soil fertility 

management practices that necessarily include the use of fertilizer, organic inputs, and improved 

germplasm combined with the knowledge on how to adapt these practices to local conditions in 

aim of maximizing the agronomic use efficiency of the applied nutrients and improving crop 

productivity (Vanlauwe et al., 2010). The main nutrients for the plants are considered to be NPK 

and other micro and macro nutrients. Instead of using chemical fertilizers the nutrients could be 

obtained from organic sources. The nutrient facts of organic matter (Grachene et al, 2003) have 

been shown in the table 1. 

Table 1: Nutrient facts of organic matter 

Organic material Nitrogen % Phosphate % Potash % 

Cow manure 0.4-0.6 0.2 0.2-0.5 

Horse manure 0.5-0.7 0.3 0.6 

Goat manure 1.4 0.2 0.3-1.0 

Sheep manure 0.7 0.3 0.4 

Human waste 2.0 1.0 0.2 

Pig manure 0.5 0.3-0.4 0.5-0.8 

Poultry manure 1.1-1.5 0.8-1.3 0.5-2.7 

Rabbit manure 1.1-2.4 1.2-1.4 0.6 

Compost (household) 0.5 0.2 0.8 

Bean trash 0.8 0.07 1.57 

Banana stalks 0.73 0.18 4.10 

Sugar cane trash 0.47 0.06 1.23 

Banana leaves 1.3 0.1 1.72 

Coffee husks 1.63 0.14 4.45 

Sweet potato vines 1.73 0.48 6.63 

Napier grass 1.97 0.14 3.85 

Lantana camara 2.5 0.26 1.93 
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2) By re-establishing soil’s physical and biological health: 

As both the physical and biological health of the soil has been damaged, reestablishment 

of the soil structure is one important consideration in this matter. To rectify the physical structure 

application of Phosphate solubilizing bacteria (PSB), Mychorrhiza, Rhizobium, Azospirillum, 

different Plant Growth Promoting Bacteria (PGPR), different other bio-fertilizers are advisable. 

Use of Green manures, composts, vermicompost, Azolla etc. are able to convert the damaged soil 

into an amiable habitat for introduced microbes. It is necessary to maintain the pH of the soil 

before application of the beneficial microbes. Use of lime is important to handle the situation. 

The amount of lime to apply depends on the pH and texture of the soil. Acidic soil needs 

more lime. Clayey soils and soils with high organic matter need also to be limed. To increase the 

pH of the different soil types, the following quantities of agricultural lime are required as shown 

in the table 2. 

Table 2: Quantities of lime used in agriculture field 

Soil Texture pH 4,5-5,5 t/ha pH 5,5-6,5 t/ha 

Sand to sandy loam 0.5 0.75 

Sandy loam 1.0 1.5 

Loam 1.5 2.0 

Silt loam 2.5 3.0 

Clay loam 3.0 4.0 

  

3) By cultivation of local varieties of crops and practice of crop rotation:  

Cultivation and culture of local varieties of crop and other plants are extremely important. 

Presently, we have lost several local varieties of crops which are naturally selected in a particular 

area having a good relation with that geo-climatic condition as well as with a significant range of 

resistant power. Thus conservation and cultivation of local varieties of crops significantly restore 

the genetic pool in the biome. In comparison with hybrid or exotic crops local varieties are more 

potent to support food security.  

Practice of Crop rotation and intercropping are also a good method for crop productivity 

and balanced use of soil nutrients by the plants. 

4) Cultural practices:  

Every country and every state have has its own conventional cultivation practices most of 

which now-a-days has been replaced by different agrochemical technologies and chemicals. Re 

establishment of such techniques like use of trap crop, light trap, ploughing, burning of crop 

wastes in the field etc are much more helpful and advisable. 
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Conclusion:  

Organic farming is a very native concept of India. It can protect the soil maintaining the 

level of organic matter, encouraging biological activity of the soil, provides nutrients through 

microbial action, supplement of the nitrogen requirements through legumes, recycling of crop 

materials and crop residues in the field, management of diseases in conventional ways and 

maintenance of the quality of environment and crop are the characteristics of this method. 

The Government of India has implemented schemes for promotion of organic cultivation 

through several schemes. The scheme for promotion of Bio-fertilizers has been adopted since the 

7th Five Year Plan. Even though bio-fertilizers are superior to chemical fertilizers, immediate 

and complete replacement of them is not possible. Presently, gradual replacement by balanced 

use of bio and chemical fertilizers are in practice (Sundara et al., 2002).   

In our country, organic cultivation is being increasingly adopted by farmers. Profitability 

of organic farming is remarkable. Profit increases by (a) As cost of farm input is reduced by the 

use of animal residues, organic wastes as bio-fertilizers. (b) Market value and demand of product 

is high in comparison with available products. Although, use of more man power, time interval 

taken for conversion of soil quality for bio cultivation is considered to be the disadvantages for 

poor farmers. 

In conclusion it could be said that India is going through a safe venture to establish the 

system as fully functional. Organic farming is highly necessary to develop sustainable 

agriculture in a vast country like India. 
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Abstract: 

Bioinformatics is a very powerful tool which combines Computer science with Biology 

to unleash many unexplored areas of Biological science application. Such data are very useful in 

understanding the genetic basis of many diseases like Cancer, Arthritis, Anemia and all the 

genetic disorders and thus provide new theories to cure them. In this paper a given DNA 

sequence is converted into three separate numerical representations based on two bit binary 

representation according to well-known chemical properties of nucleotide bases Adenine(A), 

Cytosine(C), Guanine(G), Thymine(T). In a DNA primary sequence the four bases A, C, T and 

G can be classed into groups, purine{A,G}/pyrimidine{C,T}, amino{A,C}/keto{G,T} and weak-

H bond{A,T} /strong- H bond{C,G}. In this way the converted sequence will not only reflect the 

DNA structures of strings but also their chemical properties. Digital signal processing tools are 

then applied to the numerical sequence to predict the exon regions in gene. Two staged digital 

filter comprises of a band pass filter which essentially extracts the period three components from 

the sequence and secondly a low pass filter to eliminate high frequency noise present in the 

output spectra due to long range correlation of nucleotide bases are used. Employing the above 

coding rule, all three numerical representations are compared to reflect well known ‘period three 

property’ in gene F.56F11.4a on chromosome III of Caenorhabditis elegans. 

Keywords: Biomedical signal processing, DNA, Mutation, DIT-FFT, IIR Filter. 

Introduction: 

Bioinformatics in today’s science has provided major breakthrough in medical research. 

Use of bioinformatics data such as genomic sequence analysis has great potential to detect any 

abnormality in human genome and hence paved way for their rectification using very recent 

biological technologies. Recently, DSP techniques are found to be very useful in every research 

area of bioinformatics for diagnosis and disease management [1 – 4]. It has the advantage that it 

can analyze a great amount of data within a few milliseconds and compare these data with given 
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reference set to find the abnormality in gene. The data thus obtained can be stored very easily. 

Thus medical diagnosis of any genetic abnormalities can be found easily using DSP algorithms.  

DSP techniques can identify hidden periodicities, nucleotide distribution and features that cannot 

be revealed easily by conventional methods such as DNA symbolic and graphical representation 

otherwise it will require much tedious, expensive, time consuming biological process. DNA is a 

Deoxyribonucleic acid that contains the genetic instructions used in the development and 

functioning of all known living organisms. The information in DNA is stored as a code made up 

of four chemical bases: adenine (A), guanine (G), cytosine(C), and thymine (T). 

The four base pairs present in DNA string (A,C,T,G) can be divided into three functional 

groups according to their chemical properties. 

Purine/Pyrimidine: Purines and Pyrimidines are the two families of nitrogenous bases that 

make up nucleic acids. Adenine and guanine belong to purine family whereas cytosine and 

thymine are from pyrimidine family. Any substitution of purine or pyrimidine in gene results in 

transition and transverse mutations.  

Amino/Keto: Amino and ketostructures are isomers that differ in the positions of their atoms and 

in the bonds between the atoms to each other.  A keto structure can be seen in adenine and 

cytosine whereas an amino structure in guanine and thymine. The replacement in tautomer of 

one of the standard bases miss pair can cause a mutation in the course of DNA replication. 

Weak-H bond/strong-H bond: Hydrogen bonding is a non-covalent type of bonding between 

molecules or within them. There are two hydrogen bonds between adenine and thymine but three 

hydrogen bonds between cytosine and guanine. Hence adenine and thymine produce weak H-

bond comparing to the cytosine and guanine. 

Figure 1 describes a mutation on DNA sequence by deletion of a single base. A 

eukaryotic gene with multiple exons is shown in Figure 2. 

  

Figure 1: Mutation in DNA sequence Figure 2:  Eukaryotic gene producing protein 

 

 

https://www.ncbi.nlm.nih.gov/books/n/iga/A4529/def-item/A5117/
https://www.ncbi.nlm.nih.gov/books/n/iga/A4529/def-item/A5308/


Current Research Trends in West Bengal Colleges 

    (ISBN: 978-93-88901-28-4) 

 
51 

 
 

Mutation in gene can lead to serious disease because a mutated exon can code for a faulty 

protein which essentially disturbs the biological process of body. Figure 3 describes the process 

of Coding faulty protein [5]. 

 

Figure 3: Production of faulty protein due to mutation 

To find the exonic regions present in the gene we have employed three-base periodicity 

factor which refers to the sharp peak at frequency f =1/3 in the Power spectrum. The property 

arises in exon region due to short-term correlation present in the bases and codon bias [6]. Most 

of the GSP algorithms are based on the 3 base periodicity property, as this feature is very 

prominent in most of the genes. 

Materials and Method: 

Datasheet 

DNA sequence of gene F.56F11.4a on chromosome III of Caenorhabditis elegans is taken 

from the GenScan test database (accession number AF099922 from the NCBI website). It has 

five distinct exons, relative to nucleotide position 7021 according to the NCBI database. These 

regions are 3156-3267, 4756-5085, 6342-6605, 7693-7872 and 9483-9833 [7]. 

Proposed numerical representation 

In order to apply different digital signal processing tools to a DNA sequence to analyze 

different properties the sequence must be converted into a numerical sequence. There are so 

many types of numerical representations which includes ─ Electron Ion Interaction scheme 

(EIIP) [8], Voss representation [9], Complex number representation [10], Paired numeric 

representation [11], Genetic code context [12], two bit binary representation [13]. Previous study 

shows that two bit binary number representation scheme greatly enhances prediction accuracy of 

DNA protein coding region. 
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In this study the DNA sequence is converted into three unique sequences according to the 

chemical property ─ (i) Purine{A,G}/Pyrimidine{C,T} (ii) Amino{A,C}/Keto{G,T} and (iii) 

weak-H bond{A,T}/strong-H bond{C,G} [14] based on two bit  binary representation technique. 

According to the first classification corresponding to Purine{A,G}/Pyrimidine{C,T} it is 

assumed that A ⊕ G = 11, C ⊕ T = 11. So, one of the coding rules satisfying the above 

formulae may be ─ A = 01, G= 10, C = 00, T = 11. For the second classification the two bit 

binary value of the four bases are ─ A = 01, C = 10, G = 00, T = 11 which satisfy the formula A 

⊕ C = 11, G ⊕ T = 11. For the third classification corresponding to strong-H bond/Weak- H 

bond the respective value of four bases are assumed to be ─ A = 01, T = 10, C = 00, G = 11 

satisfying the formulae A ⊕ T = 11, G ⊕ C = 11. 

Based on this rule DNA sequence is converted in the following way ─  

A    C    T      G    A    T    G    C    A    A    T     G    C 

01   00   10   11   01   10   11   00   01   01   10   11  00 

The proposed numerical can find mutations in a gene sequence in the following way. 

Example 1 : [Mutation take place between same class] 

A single mutation took place in 3rd position of the sequence where base A is changed to base G. 

C    T    A    G    A    T    C      ─  Original sequence 

C    T    G    G     A    T    C      ─ Mutated  sequence 

Corresponding to first classification rule above two sequence become 

00 11 01 10 01 11 00─ Original sequence (1) 

00 11 10 10 01 11 00─ Mutated sequence (2) 

To find out the mutation in the given sequence an operating rule based on EX-OR operation has 

been introduced [15]. The operating rules are given in Table 1. Logic diagram of EX-OR 

operation is given in Figure 4. 

 

 

Figure 4: Circuit symbol of logical two input EX-OR gate 
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Table 1: Operating rules to detect mutation in exons 

A B Y=A⊕ B 

00 00 00 

00 01 01 

00 10 10 

00 11 11 

01 00 01 

01 01 00 

01 10 11 

01 11 10 

10 00 10 

10 01 11 

10 10 00 

10 11 01 

11 00 11 

11 01 10 

11 10 01 

11 11 00 

 

Using the operating rules in the sequence (1) and (2) a new sequence is obtained as-  

00    00    11    00    00    00    00 

The analysis of this sequence will find out the mutation in the given sequence. Here the 

subsequent zeros imply no change in the mutated sequence with respect to the original sequence. 

The bold portion indicates a change in the sequence and it is originated from same class. As the 

original sequence contains ‘A’ in 3rd position so it can be surely said that it is changed to ‘G’ and 

vice-versa as both belong to the same class purine. In similar way it can be definitely said that if 

the original sequence contains ‘C’ in that position then it must have been altered to ‘T’ and vice 

versa as both of them belong to the same class pyrimidine. 

Example 2 : [ Mutation take place between different class ] 

A single mutation took place in 5th position of the sequence where base A is changed to base T. 

A T C A A T T G  ─ Original sequence 

A T C A T  T T G  ─ Mutated sequence 

Corresponding to the second classification rule above two sequences become, 
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01 11 00 01 01 11 11 10 ─ Original sequence (3) 

01 11 00 01 11 11 11 10 ─ Mutated sequence (4) 

Applying the operating rules in sequence (3) and (4) a new sequence is obtained below. 

00 00 00 00 10 00 00 00 

The bold portion of the above sequence indicates a mutation between different class i.e., 

base ‘A’ may change to base ‘C’ or base ‘T’. In order to find out the correct mutation other two 

classifications must be considered. Thus corresponding to the second classification the two 

sequences become, 

01    11    10    01    01    11    11    00 ─ Original sequence 

01    11    10    01    11    11    11    00 ─ Mutated sequence 

Applying the operating rules in sequence (5) and (6) we obtain the following sequence. 

00 00 00 00 10 00 00 00 

The bold portion of the above sequence indicates base ‘A’ that may be altered to base ‘G’ 

or base ‘T’. Since the previous discussions conclude that the mutation cannot be between ‘A’ and 

‘G’, and then surely ‘A’ must be changed to ‘T’. The third classification rule is certainly required 

if base ‘A’ is changed to ‘C’. 

Design of digital filter 

Choosing appropriate filter is very much essential becausedigital filters have the potential 

to reduce or enhance certain properties of a signal [16]. We have utilized IIR elliptical band pass 

filter with appropriate parameters to extract the three base properties expected in exonic regions 

of eukaryotic genes.The design specification for Elliptical filter used in the experiment is given 

below: 

Filter order N=3, the lower & upper passband edge frequencies [0.664, 0.672], the lower 

& upper stop band edge frequencies [0.659, 0.678], the maximum passband attenuation=0.4dB, 

the minimum stop band attenuation=20dB. 

The output PSD contains high frequency noise which is expected due to long range 

correlation present in the nucleotide bases [17]. To remove noise we have incorporated a moving 

average filter and allowed the signal to pass through it. Finally we get a smooth PSD with peaks 

identifying the exons present in the sequence. We have implemented the weighted moving 

average filter using Gaussian window of length 30 which gives very good results. 

The Filters are designed using FDA tools in Matlab environment. We have used Matlab 

‘filtfilt’ command instead of ‘filter’ command to filter the input sequence. ‘filtfilt’ performs zero 

phase digital filtering by processing the input data in both the forward and reverse directions 

[18]. This will result in zero phase distortion at output. 

 



Current Research Trends in West Bengal Colleges 

    (ISBN: 978-93-88901-28-4) 

 
55 

 
 

Results and Discussions: 

According to the proposed representation a DNA sequence “ ACATGAC………” would 

result in a single sequence representation given as: x[n] = {01000111100100……………} 

corresponding to the Purine/Pyrimidine classification. Here n represents the base index. This 

proposed representation utilizes a useful DNA structural property inrepresentation, in addition to 

reducing complexity in subsequent processing. The spectral content of the signal can be 

measured using the given formula: PSD[k] = |X[k]|^2. Where, X[k] is the DFTs for the indicator 

sequence x[n] [19]. 

The numerical sequences obtained using three classification rules are applied through 

FIR band-pass filter and weighted moving average filter respectively to get the resulted power 

spectral content diagram. The paper measured the efficiency of the three proposed coding rules 

to detect exons in eukaryotic gene. The output power spectral density plot for the three separate 

coding rules is shown in Figure 5, 6 and 7 respectively. 

 

Figure 5: PSD obtained using Purine/Pyrimidine structure 

 

 

Figure 6: PSD obtained using Amino/Keto structure 
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Figure7: PSD obtained using strong/weak Hydrogen bond 

 

We have summarized the predicted introns and exons locations in Table 2. The results 

suggest our experimental findings to be very close to NCBI ranges. The figures in the brackets 

indicate the length nucleotides in each exon. 

Table 2: Nucleotide ranges of exons and introns as obtained from experiment 

Coding Schemes Exon 1 Exon 2 Exon 3 Exon 4 Exon 5 

Corresponding the first 

classification: 

Purine{A,G}/Pyrimidine{C,T} 

974-1125 

(151) 

2476-2948 

(476) 

4027-4401 

(374) 

5400-5699 

(298) 

7361-7659 

(226) 

Corresponding the second 

classification: 

Amino{A,C}/Keto{G,T} 

1006-1134 

(128) 

2483-2971 

(488) 

4045-4398 

(353) 

5409-5688 

(279) 

7372-7608 

(236) 

Corresponding the third 

classification: Weak H 

bond{A,T}/Strong H bond 

{G,C} 

860-1064 

(204) 

2666-3069 

(403) 

4171-4351 

(180) 

5544-5720 

(176) 

7366-7682 

(316) 

NCBI ranges 928-1138 

(210) 

2527-2856 

(329) 

4113-4376 

(263) 

5464-5643 

(179) 

7254-7605 

(351) 

 

Conclusion: 

The proposed work is a part of larger scientific cause. After the successful completion of 

the human genome project almost all the human genes and their structures are available. Using 

proposed algorithm we can find out the exonic regions responsible for coding of protein and 

finding single or multiple mutations taking place in nucleotide sequence. Further improvement in 
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the algorithm can be made to design effective software that can easily scan a DNA sequence to 

detect any abnormalities in gene which will be simple, less time consuming and cost effective 

comparing to the current technologies. Cancer is the most common human genetic disease 

caused by mutations in a number of growth controlling genes. Development in bioinformatics 

can greatly contribute in the cancer treatment by pointing out the exact locations of mutation in 

gene. Extension of the proposed work is needed to find out if insertion or deletion took place in 

mutation. Next challenge to be addressed in this regard is to reconstruct the original structure of 

the gene so that the abnormal protein is replaced by conventional one. 
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Abstract:  

 Nutrigenomics is the application of high-throughput genomics tool in nutrition research. 

It is the area of nutrition that uses molecular tools to search, access and understand the several 

responses obtained through a certain diet applied between individuals or population groups 

(Cozzolino & Cominetti, 2013) and explains interactions between genes and nutrients at a 

molecular level. Components of a particular diet may alter the expression of genes by binding 

with transcription factors. This binding enhances or interferes with the ability of transcription 

factors on interacting with elements that will lead to the binding control of RNA polymerase 

(Cozzolino & Cominetti, 2013). 

 Some researchers have found that vitamins A and D have the ability to activate nuclear 

receptors and induce gene transcription (Dauncey, 2012). Besides vitamins, macronutrients such 

as glucose interact with the transcription factors like upstream stimulatory factor, sterol-

responsive-element binding protein, and carbohydrate responsive binding protein to modulate 

gene expression. The discovery of more such gene –nutrient interactions definitely help in the 

prescription of customized diet according to an individual’s genotype. The Human Genome 

Project has revealed the molecular signatures of several genes that have particular relevance to 

our diet (Lucock, 2014). It has also been found that certain genes predispose us to diseases, 

however, they can be modified in their effect by dietary nutrients. 

 Nutrigenomics also includes the studies on nutritional factors that act by protecting the 

genome. This field of study is important in developing an understanding on the influence of 

dietary nutrients on the Genome, Trancriptome, Proteome and Metabolome. The current review 

is an attempt to highlight the different aspects of Nutrigenomics. 

Keywords: Nutrition, Nutrigenomics, gene-nutrient interactions, customized diet` 

Introduction: 

 Food is an integral part of our being. It is very essential for our survival as it provides the 

nutrition our body requires to grow, and for maintenance. Since time immemorial humans knew 

about edible and non-edible foods. With the advent of scientific thinking in society foods were 

classified based on their chemical and structural characteristics, requirement etc. Macro nutrients 
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included carbohydrates, proteins and fats whereas micronutrients comprised of vitamins and 

minerals. Concepts of ideal weight and food requirements began to take shape. Development in 

Biochemistry lead to deciphering of metabolic pathways and food was related to the metabolites 

produced in the body. Modern genomics studies the impact of food at the molecular level.  

 

Figure 1: Image Courtesy- www.collegenaturalmedicine.com 

 

According to WHO (2002) genomics is the study of genes and their function, and related 

techniques. Genomics takes into consideration the entire set of genes and their inter relationship 

to assess their combined influence on growth and development of an organism. Nutrigenomics 

includes known interactions between food and inherited genes (Neeha & Kinth; 2012). 

Nutrigenomics has ushered a new era in nutrition science that involves high throughput 

technology to study gene expression under the influence of a particular nutrient.  

The primary principles of nutrigenomics are: 

1. Diet is a serious risk factor for a number of diseases.  

2. Nutrients present in diet can affect the human genome by altering gene activity or gene 

structure.  

3. The extent to which a person gets affected (good or bad) by the food they take depends on 

their genetic makeup.  

4. Diets regulate some genes and are likely to play a role in the onset and progression of 

chronic diseases. It also impacts the severity of the disease.  

5. Using a personalized approach to a person’s diet, based on their nutritional requirements, 

nutritional status and their genotypes can prevent, mitigate or even cure chronic disease 

(Yasothai, 2016).  

Nutrigenomics is the study of interaction of nutrient and gene interactions and the 

variations in genes which cause individuals to react uniquely to different nutrients. Figure 2 

shows the impact of nutrients on metabolism, cell signalling and gene expression. 
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Figure 2: Represents the impact of nutrients on major life processes (recreated from 

Muller & Kersten, 2003) 

 

Nutrients present in diet can alter gene expression by binding to transcription factor 

receptors. They also act as signalling molecules and can be metabolized by primary or secondary 

metabolic pathways, thereby altering concentration of substrates or intermediates (Yasothai, 

2016). This review highlights the different aspects of nutrients interaction with genome, 

transcriptome, proteome and metabolome. 

Diet and its impact on gene expression 

The human genome project has revealed that humans have 99.9% identity between their 

genomes. Single nucleotide polymorphisms or (SNPs) are the reasons for genetic variation and 

they can change the protein encoded (Dauncey, 2012). Several studies have reported that some 

genes and their variants can be regulated by components from food and that these molecular 

variations have beneficial impact on the health of individuals (Cozzolino and Cominetti, 2013). 

A very common example of this can be seen in case of milk digestibility. Generally the digestion 

capacity of milk is much reduced in adults however, many northern European, northern Africans 

and Arabs maintain their ability to digest lactose because they have the dominant LAC P gene 

which controls adult lactose digestion. Either one or two alleles confer high digestive capacity 

(Lucock, 2014). Diet –gene interaction and evolution is very evident in the above example. A lot 

of data has emerged from recent research which shows the impact of nutrients on gene 

expression (Munshi and Duvvuri, 2008). It has been observed that a set of oxidative stress 

associated genes and the genes of thioredoxin carrier system are affected by selenium (Dawson, 

2006). Another essential micronutrient metal, Zinc, interacts with DNA binding proteins forming 

motifs known as Zinc fingers which act like molecular switches affecting gene expression by 

blocking transcription (Cousins, 1994). Macronutrients such as dietary fibres have been shown to 

affect the colonic gene expression (Coursins, 1996). 
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Trancriptomics, Proteomics and Metabolomics: 

Several bioactive components bind to transcription factors (Table 1) which act as sensors 

regulating and modulating transcription of cells according to need of the body (Fialho, 2008). 

Members of nuclear receptor super family are gaining much attention in this context. 

Table 1: Enlists the nutrients and the transcription factors they regulate (Courtesy:  Muller 

and Kersten, 2003) 

 

 

These transcription factors are stimulated by physiological signals triggered by bioactive 

food compounds or metabolites resulting from them (Fialho, 2008). In nutrition research, 

transcriptomics helps in identifying genes, proteins, or metabolites that are changed in 

prediseased and diseased conditions. It also helps in recognizing and characterising pathways 

and mechanisms regulated by nutrients (Liu and Qian, 2011). 

Proteins form an important part of our diet and they play a variety of roles in the body 

such as structural, biochemical, transport and cell signalling and storage (Cozzolino & 

Cominetti, 2013). The number of proteins in the body far outnumbers the number of genes. 

Proteomics is the study of structure, expression, biochemical level of proteins, protein-protein 

interaction etc. It can be of great importance in nutritional research. Determining nutritional 

status by protein derived biomarker may be a possibility soon (Afman and Muller, 2006). As of 

now very few studies, deciphering the relationship of diet to protein, are available. A study by 
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Roos et al. (2005) discusses the potential of proteomics to study associations between dietary 

lipoproteins, fatty acids and metabolic disorders. 

Metabolomics is that area of functional genomics which studies the changes in 

metabolites, their isolation and characterization (Cozzolino & Cominetti, 2013). In nutrition, 

metabolomics allows a better understanding of how the excess or lack of some nutrients can 

affect the human body (Sales et al., 2014). Studies have shown that dietary patterns have a 

powerful effect on metabolic profiles (Solanky et al., 2003). Aggregating individuals by 

difference in metabolic profiles provides a strategy for evaluating the effects of a particular diet 

(Ferguson et al., 2016). 

Nutrients and nutrigenomic studies are now down for an array on non-communicable 

diseases such as Obesity, type-II Diabetes, CVD etc. However, these topics are not detailed here 

as they are outside the purview of the current review. 

Conclusions: 

Nutrigenomics is a fast developing science however there is still a lot of work to be done 

before it can be applied in regular treatment of diseases and customized diets. Facilites to provide 

genome, proteome or metabolome profiles are still rare especially in countries like India. Also 

rules need to be framed and ethical issues need to be addressed before giving a go head in 

nutrigenomics studies. Public awareness is also required for better understanding of genomics in 

modern health and nutritional sciences by the common man. Extensive research and 

development of better tools in nutrigenomics can definitely assist in a better quality of life and a 

healthy diet for human populations. 
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Abstract:  

Phytoestrogens are phenolic, non-steroidal plant derived compounds which exert 

oestrogenic activity on Central Nervous System, induce estrus and stimulate growth of female 

genital tract. Phytoestrogens are also called dietary estrogens and can mainly be categorised into 

three main classes i.e., isoflavones, coumestans and lignans with several subclasses. Dietary 

sources of phytoestrogen include soyabean, legumes, flax seeds, sesame seeds, ginseng, alfalfa, 

liquorice etc. Phytoestrogen imparts its biological activity by mimicking the action of 

endogenous estrogen.  They possess diverse physiological effects like stimulating uterine 

growth, improving the level of antioxidant enzymes and depressing the risk of atherosclerosis, 

cancer, osteoporosis, cognitive decline. It’s a blessing for women as it relieves the symptoms of 

menopause and is preferred more than Estrogen Replacement Therapy by post-menopausal 

women. Several adverse effects of phytoestrogens are also reported and hence should be 

consumed cautiously. 

Keywords: Phytoestrogen, menopause, cancer, estrogen, antioxidant. 

Introduction:  

 Phytoestrogens are potential plant derived compounds that are structurally or functionally 

similar to mammalian estrogen (17β-estradiol) and thus mimic its action and shows numerous 

benefits for human health [1, 2]. The biological activity of phytoestrogens is due to their ability 

to act estrogenically as estrogen agonists and antiestrogenically as antagonists. As estrogen 

agonists, phytoestrogens mimic endogenous estrogens and cause estrogenic effects. As estrogen 

antagonists, they may block or alter estrogen receptors (ER) and prevent estrogenic activity, 

causing antiestrogenic effects [3]. 

Mode of Action:  

 The phytoestrogenic effects on human health have been proposed by both genomic and 

non-genomic mechanisms [4]. 

a.) Genomic Mechanism:  

Phytoestrogens are able to interact with enzymes and receptors, and because of their stable 

structure and low molecular weight they can pass through cell membranes [5]. 
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These interactions allow them to bind to ERs (Estrogen Receptors), induce specific estrogen-

responsive gene products, stimulate ER-positive breast cancer cell growth [6], and interfere with 

steroid hormone metabolism or action [5]. 

 

Alters ER structure and affects transcription [7]. 

 

Figure 1: Genomic mechanism of phytoestrogens 

 

b.) Non-genomic Mechanism: 

It involves diverse mechanisms. 

i. Induction of Cancer Cell Differentiation 

ii. Inhibition of Tyrosine Kinase 

iii. Inhibition of DNA topoisomerase activities 

iv. Suppression of angiogenesis 

v. Antioxidant properties of phytoestrogens [6]. 

c.) Other Effects: 

 Changes occurs in the cellular and molecular level and potentially influence the 

biosynthesis and metabolism of steroids and fatty acids, the serum steroid carrier proteins (sex 

steroid binding proteins and α- fetoprotein), and the intracellular and transmembrane transfer of 

hormones to a membrane and to nuclear receptors [8]. 

Classification: 

 

Figure 2: Different types of Phytoestrogens [9] 

 

 
 Phytoestrogens 

 
 Flavonoids  

 
 

Isoflavones 
Genistein 
Daidzein 
Glycitein 

Biochanin  A 
Formononetin 

 
 

Coumestans 
Coumesterol 

 
 

Prenyl Flavonoids 
8-Prenylnaringenin 
6- Prenyl naringenin 

Xanthohumol 
Isoxanthohumol 

 
 Non-flavonoids 

 
 

Lignans 
Lariciresinol 

Isolariciresinol 
matairesinol 

Secoisolariciresinol 
Enterodiol 

Enterolactone 
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Dietary Sources: 

Plant compounds can be limited to specific botanical families that may assist researchers 

in identifying other species that contain the same compounds. This concept is referred to as 

chemotaxonomy. For example, there is a higher concentration of phytoestrogens in legume 

plants even though they are also found in grains, vegetables and fruits distributed across the plant 

kingdom [10]. 

Other Sources of Phytoestrogens 

Table 1: Sources of Phytoestrogens [11 - 14] 

Common Name Scientific Name 

Alfalfa Medicago sativa 

Mung bean Vigna radiate 

Kudzu root Pueraria lobata 

Psoralea Psoralea corylifolia 

Red clover Trifolium pratense 

Soybean Glycine max 

Flax seed Linum usitatissimum 

Sesame seed [11] Sesamum indicum 

Ginseng Panax 

Liquorice [12] Glycyrrhiza glabra 

Black cohosh Actaea racemosa 

Hops  [13] Humulus lupulus 

Broccoli Brassica oleracea 

Green Tea  [14] Camellia sinensis 

 

Physiological benefits of phytoestrogens: 

Phytoestrogens lower the incidence of cardiovascular diseases, osteoporotic fractures, 

rates of breast cancer and hot flushes in Asian population consuming a diet rich in soy [13]. 

Several studies have discussed the potential effects of phytoestrogens in treating endometrial 

cancer, liver diseases and prostate cancer. Phytoestrogens are potent antioxidants which can 

reduce the progression of atherosclerosis and have positive effects on hot flushes, vaginal 

symptoms, cognitive function/ dementia in postmenopausal women [15]. 

It exerts wide spectrum of effects on the following diseases: 
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I. Cancer: 

Epidemiological studies have shown that the incidence and mortality rates of breast 

cancer in the western world are much higher in comparison to Asian Countries.  When Asian 

people emigrated to the USA, it was observed that the first generation female migrants had a 

lower risk of breast cancer, but the protection was lost in the second generation with an 

increasingly western diet. It suggested that certain phytochemicals present in Asian Diets can 

affect cancer incidence. Nowadays, there are an increasing number of human (and animal) 

studies demonstrating that a high soy intake during childhood is associated with a reduced breast 

cancer risk [16, 17]. 

Protective effects of isoflavones including soy are measured by tumor numbers, 

incidence, metastasis, and latency in animal models with experimentally induced breast cancer. 

Prepubertal genistein-treated rats developed fewer mammary gland terminal-end buds, with 

significantly less cells in the S-phase of the cell cycle, and more lobules than controls at 50-days-

old [18]. 

In vitro studies using human prostate cancer cells have shown the inhibition of cell 

growth with high concentrations of phytoestrogens [19]. Rats consuming soy and rye bran had 

delayed growth of implanted prostate tumors [20]. 

The population-based studies show that the mortality due to breast, ovarian, prostate, and 

colon cancer has a negative correlation with the phytoestrogens and cereal intake in the diet [21].  

II. Cardiovascular diseases:  

Phytoestrogens possess significant potential in reducing coronary artery diseases via 

favourable effects on the lipid profiles [22]. The serum total Cholesterol, LDL, and VLDL 

cholesterol levels have been shown to be lowered in both male and female rhesus monkeys fed 

on phytoestrogen-rich diet [23]. Several mechanisms of action are reported to explain the Cardio 

protective role.  

a. Increased bile acid secretion, which aids removal of low density lipoprotein (LDL). 

b. Affected hepatic metabolism coupled with increased removal of LDL by hepatocytes. 

c. Enhanced Thyroid Function. 

d. Inhibition of Platelet aggregation [1] [24]. 

 Reduced oestrogen levels during menopause may influence the development of obesity, 

fat distribution, the lipid profile in plasma, and rheological properties of plasma and platelet 

function [25]. These observations suggest that oestrogen deficiency may promote cardiovascular 

disease in women and trigger the idea that phytoestrogens may reduce the risk [26] [27]. 
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III. Diabetes mellitus: 

An improvement in glucose metabolism and a significant reduction in insulin levels and 

insulin resistance in menopausal women, by especially genistein were reported. Also, a meta-

analysis concluded that soy isoflavone supplementation could improve glucose metabolism and 

insulin control in non-Asian postmenopausal women.  

Nutritional intervention studies in both animals and humans suggested that an intake of 

soy protein with isoflavones and flaxseed improved glucose control and insulin resistance [28].   

IV. Osteoporosis: 

In postmenopausal women, estrogen deficiency is a major risk factor for osteoporosis 

[29]. The incidence of hip fracture increases and may lead to immediate disability. It has been 

observed that osteoporosis and risk of hip fracture is low in postmenopausal Japanese women 

than their Western counterparts [30] [31]. 

A diet rich in phytoestrogens has been shown to be accompanied by an increase in bone 

mineral density (BMD) [32]. Recent study carried out among Chinese pre- and post-menopausal 

women demonstrated that high isoflavone diet is associated with high BMD (at both spine and 

hip region) in post- but not in pre-menopausal women [33]. 

V. Effects of phytoestrogens on menopausal Symptoms: 

Several meta-analyses were conducted to investigate the effects of phytoestrogens or soy 

isoflavone extracts or supplements on menopausal symptoms. These studies reported a reduction 

in the frequency and severity of hot flushes and varying effects on spine bone mineral density 

and no effects on femoral neck, hip total and trochanter bone mineral density [28].  

VI. Cognitive function: 

 Cognition and memory functioning have been reported to decrease around menopause, 

and therefore studies have investigated the association of Estrogen Replacement Therapy and 

cognition. A study with female rats proposed that soy phytoestrogens function as estrogen 

agonists because they increased choline acetyltransferase and nerve growth factor messenger 

RNA in the frontal cortex and hippocampus. Other human studies have also suggested improved 

memory with dietary phytoestrogens [13]. 

VII. Phytoestrogen and skin health: 

Isoflavones may have a protective effect on skin health. It improves skin elasticity by  

increasing local blood flow. In addition, the carcinogenic effect of exogenous noxious agents 

such as ionizing radiation and chemical compounds may be alleviated by the antioxidant and 

anti-inflammatory properties of phytoestrogens [34]. 



Bhumi Publishing, India 

70 
 
 

Red clover protects from inflammation and immune suppression induced by ultraviolet 

radiation [35].  

 

Figure 3: Summary of potential actions of Phytoestrogens [36] 

 

Adverse effects of phytoestrogens: 

The mechanism and potential of Phytoestrogens are not completely clarified and hence 

should be taken cautiously. The genetic toxicity potential of phytoestrogens has recently been 

reviewed. As potential endocrine disrupters, phytoestrogens may act as antiestrogens and harm 

the reproductive health of males. High doses of genistein are shown to alter pituitary 

responsiveness and basal luteinising hormone secretion in castrated post-pubertal rats.  

Coumesterol consumption by rat pups suppressed testicular testosterone concentrations and 

resulted in abnormal sexual behaviour in adulthood. Studies in cultured human lymphoblastoid 

cells reported that coumesterol was mutagenic and clastogenic. Concern has been associated with 

thymic weight and effects on the immune system. Ovariectomised adult mice injected with 

genistein produced dose responsive decrease in thymic weight of upto 80% [13]. 

Conclusion: 

Research associated with Phytoestrogen and its impact on health has increased 

dramatically. There are several types of phytoestrogen with variable structural and functional 

differences, so further investigation is needed to evaluate the safety of Phytoestrogen on Human 

system. These polyphenolic compounds derived from plants are very common constituents of 

human and animal diet and can have significant consequences on reproductive health.  They are 

recognised as therapeutic compounds claiming diverse health benefits which include 

hypolipidemic, hypoglycaemic, anticarcinogenic properties. But they may act as endocrine 
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disruptors indicating a potential cause of adverse health effects such as infertility and 

suppression of immune system. 
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Abstract: 

Fermented foods are part of human diet long before the days of Christ.  At that time, they 

were made solely for the purpose of long term preservation. With ever increasing demands from 

food lovers and taste enthusiasts, fermented foods have come a long way. Varieties of dairy 

products, vegetables, fruits and grains are fermented and they are consumed heavily in almost all 

cuisine. Some fermented foods are confined in their known territories only whereas majority of 

them have global appeal. Their huge popularity in every civilization through the ages can be 

attributed to several factors. These foods not only act as great flavour enhancers but also have 

several health benefits as well. Making the food more digestible, increasing the nutritive value, 

curbing the sugar craving and reducing the toxic components etc are some of them. But, one 

healthy dose of probiotics is the icing on the cake. Those probiotics in turn boost the immune 

system of the consumer by competing with the pathogenic microorganisms present in the gut 

while reducing inflammatory response. Recent studies involving fermented foods show reduction 

in risk of cardiovascular disease and type 2 diabetes in human. Also, evidences of improved 

glucose metabolism, reduction of hyperlipidemia, hypertension, osteoporosis, muscle soreness 

and even depression are well supported with experimental data. Interestingly, there is an 

indication that consumption of fermented food can alter mood and brain activity, paving the way 

for a nascent field of research as ‘microbiota-gut-brain axis’.  

Introduction: 

According to Campbell-Platt, “fermented foods are animal or plant tissues subjected to 

the action of microorganisms and/or enzymes to give desirable biochemical changes and 

significant modification of food quality” (1). Fermented foods have several health promoting 

benefits over regular food stuffs as these foods are enriched with nutritive factors while having 

protective, therapeutic and immunological properties. Moreover, they boost bioavailability of 

minerals and provide a healthy dose of antioxidants and omega-3-poly unsaturated fatty acids etc 

(2, 3). There are certain instances that vitamins, amino acids and other bioactive compounds are 

generated during fermentation. Presence of Rhizopus oligosporus in the foods have resulted in 

increased levels of niacin, nicotinamide, riboflavin, and pyridoxine, whereas non-pathogenic 

strains of Klebsiella pneumoniae and Citrobacter freundii have promoted synthesis of 

cyanocobalamin or vitamin B12 during fermentation (4, 5).  
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  Several microorganisms also produce enzymes which assist in breakdown of complex 

substrates to simple ones. For example, Bacillus subtilis produces proteinase, amylase, mannase, 

cellulase, and catalase during natto and kinema fermentation (6, 7). Conversion of lactose to 

more digestible lactate and proteins to free amino acids by lactic acid bacteria made fermented 

milk the most popular fermented food throughout the world (1). Leuconostoc sp, Lactobacillus 

sp and Streptococcus sp are capable of detoxifying the cyanogenic glycoside linamarin from the 

bitter varieties of cassava (8). According to Tamang (9), fermentation also improves taste of the 

food by imparting typical flavour and texture to it. Due to low pH or high acid content shelf life 

or storage life of the food is also increased. 

  Every fermented food is associated with one or more functional microorganisms. These 

probiotic cultures are well known for their beneficial effect on gastrointestinal tract (10). Yakult 

(commercial probiotic milk product from Japan) has several reported health promoting benefits 

like modulation of the immune system, maintenance of gut flora, regulation of bowel habits, 

alleviation of constipation, and curing of gastrointestinal infections (11). 

Dairy products: 

Among all, this is the most popular category of fermented food available to us. Every 

section of human population is acquainted with one or other fermented dairy product like yogurt, 

sour cream/dips and natural or flavoured cheese etc. The milk source can be cow, buffalo, goat, 

sheep or yak. Frequently used Lactic acid bacteria for preparing Lassi(India) /Yogurt(Bulgaria) 

/Amasi(Africa) /Kefir (Eastern Russia)/Ymer (Denmark) /Filmjölk (Sweden) /Kumis (Central 

Asia) are Lactobacillus delbrueckii subsp. bulgaricus, Streptococcus thermophilus, Lactobacillus 

acidophilus, Lactococcus lactis subsp. lactis, and Lactococcus lactis subsp. Cremoris etc 

(12).Saccharomyces unisporous, Saccharomyces turicensis, Saccharomyces cerevisiae, 

Saccharomyces exiguous, Bacillus coagulans are also found in various products. 

  During preparation of cheese, Lactococcus lactis subsp. lactis/cremoris, Lactobacillus 

helveticus, Lactobacillus delbrueckii subsp. bulgaricus, and Streptococcus thermophilus are 

provided for acid and distinct flavor development while Propionibacterium shermanii produces 

propionate which acts as a natural shelf life extender (13). In addition to bacteria, edible molds 

are responsible for typical colour and flavour of various well-known cheese products like blue, 

Roquefort, stilton, Camembert, Brie and Gorgonzola etc. Leuconostoc spp creates typical flavour 

of sour cream. Acetaldehyde is considered as a typical flavour compound in yogurt whereas 

diacetyl is a distinctive flavour compound in buttermilk and sour cream (14, 15). 

Cereals 

Wheat, rice, maize, pearl millet, sorghum, barley, oats and rye etc are served as staple 

foods because they are rich in carbohydrate and fibre. However, cereals and other plant foods 
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may contain significant amounts of toxic or antinutritional substances. Legumes in particular are 

rich in protease inhibitors, amylase inhibitors, metal chelators, flatus factors, hemagglutinins, 

saponins, cyanogens, lathyrogens, tannins, allergens, acetylenic furan and isoflavonoid 

phytoalexins (16). Most cereals contain phytates, enzyme inhibitors which severely affect 

bioavailability of minerals, solubility, functionality and digestibility of proteins and 

carbohydrates (17).  During fermentation, phytate is converted to inorganic orthophosphate and a 

series of myoinositols by action of phytases. Microorganisms are reportedly potent producers of 

3-phytase whereas 6-phytase is available from cereal grains and other plant seeds (18). Several 

reports have shown that trypsin inhibitor, chymotrypsin inhibitor and amylase inhibitor levels are 

reduced during fermentation (19, 18). 

  Leuconostoc mesenteroids, Streptococcus faecalis are regular probiotics of idli (India, Sri 

Lanka) and puto (Philippines). Kichuddok (Korea) is enriched with Saccharomyces 

cerevisiae.Starch noodles from Thiland, Korea and Japan are prepared using Lactobacillus 

cellobiosus and Lb. fermenti as starter cultures. Mungbean (China) contains Leuconostoc 

mesenteroids (20). 

Vegetables 

Mainly lactic acid bacteria (LAB) are involved in fermentation of vegetables like 

cabbage, cauliflower, carrot, garlic, tomato, soybean, olive, cucumber, onion, turnip, radish, 

cauliflower, chillies, ginger and pepper etc. Depending on salt concentration and other factors, 

sometimes yeast and/ or other microorganisms may be present in the process. Presence of salt 

controls the nature and growth of microbes in the fermentation mixture. Leuconostoc 

mesenteroids, Lactobacillus brevis, Lactobacillus plantarum, Pediococcus cerevisiae etc are 

essential components of fermented vegetables (20). At the start, Leuconostoc mesenteriodes 

grows and produces lactic acid, acetic acid and carbon dioxide. Then Lactobacillus brevis grows, 

producing more acid. Finally, Lactobacillus plantarum grows, producing still more lactic acid 

and lowering the pH to below 4.0 (21). At this pH and under anaerobic conditions, the cabbage 

and other vegetables can be preserved for a long period of time.   

  Applying genome probing DNA chip (GPM) method to identify and monitor microbial 

behaviour during fermentation, more than 100 species of microorganisms were identified in 

kimchi fermentation (22). Among these, Weisella confuse, Leuconostoc citreum, Lactobacillus 

curvatus, Lactobacillus sakai, and Lactobacillus fermentum were identified as the important 

microorganisms. 

Fish and meat 

Fermented fish (both freshwater and sea fish) products are consumed as a staple food in 

many parts of the Scandinavian region of Europe, Africa, Middle East, South Asia and Southeast 

Asia. Although these foods are very popular, unfortunately very few studies have been done 



Current Research Trends in West Bengal Colleges 

    (ISBN: 978-93-88901-28-4) 

 
77 

 
 

regarding the microbial content of the fermented products. Mainly Southeast Asian foods are 

explored for probiotics. Ngari, one fermentented fish product from Manipur, India contains 

mainly lactic acid bacteria. These are L. fructosus, L. amylophilus, L. coryniformis spp. torquens, 

L. plantarum, Lactococcus plantarum, L. lactis spp. cremoris, and Enterococcus faecium. 

Sometimes B. subtilis and B. pumilus, Micrococcus, Candida, and Saccharomycopsis are also 

found. (23). L. mesenteroides, Lb. plantarum are associated with sikhae (Korea) and narezushi 

(Japan). Lb. brevis, Streptococcus sp. are key LAB of burong-isda (Philippines) whereas 

Pediococcus cerevisiaeis found in balao-balao (Philippines) and kungchao (Thailand). 

  Generally, pork and beef meats are fermented on a regular basis and Lactobacillus are the 

dominant variety of microorganisms in them. Lb. sake, Lb. curvatus, and Lb. plantarum (24) are 

common with a relatively low number of fungi and yeast. Fungi and yeast decrease the pH of the 

medium and add typical flavour. Penicillium, Aspergillus, Mucor, Eurotium and Cladosporium 

are flavour inducer species of different sausages. 

Risk factor 

Several unwanted microorganisms can contaminate the fermentation mixture like 

Escherichia coli, Salmonella paratyphi, Listeria monocytogenes, Brucella melitensis and 

Clostridium botulinum. They constitute potential hazard as they release bacteriotoxin which can 

poison the food (25). Certain yeasts like Candida parapsilosis, Rhodotorula mucilaginosa and 

Debaromyces hansenii are reported to spoil fermented products(26). Staphylococcus spp., 

Staphylococcus aureus, Listeria monocytogenes, Escherichia coli O157:H7, Bacillus and 

Clostridium spores are found in raw/ fermented meat and in dry sausages (27, 28). The presence 

of those contaminants may be attributed to insufficient acid production during fermentation, 

anaerobic fermentation condition and other improper steps employed during fermentation 

procedure. 

End note 

With a bit of precaution, fermented foods can pamper our taste buds while maintaining 

nutrition quotient. If we follow requisite steps during fermentation and storage, these foods can 

be a great treat to all age groups. 
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Abstract: 

An efficient method of mass propagation of Dendrobium nobile Lindl, was developed 

using shoot-tip culture system. Thin shoot-tip explants was excised from aseptically raised 3- 

month’s old seedlings and cultured on modified Knudson’s C nutrient solution containing 4µM 

BAP and polyamines. Polyamines like Putrescine, Sprmine and Spermidine were tested. After 3 

months of culture direct adventitious shoots as well as direct protocorm-like –body (PLB) 

regeneration from the basal cut ends of explants were observed. Among various polyamines 

tested in D. nobile it was observed that all the polyamines were effective in increasing direct 

adventitious shoot regeneration with several proliferating branches. The optimal concentration 

for maximum shoot regeneration (70%) was observed in 0.4 µM spermidine. Avery low 

frequency of callusing occurred only in presence of spermine. But a very small percentage (10-

17) % of explants was responsible for the formation of direct PLBs. By repeated subculturing on 

the primary inductive media, high frequency multiplication rate was established. Proliferating 

shoots produced when cultured on basal medium. The well rooted shoots were transferred to clay 

pots containing a mixture of dried coconut husk, small pieces of brick and leaf mould on 1:1:1 

ratio. Potted plantlets were acclimatized to greenhouse condition and a preliminary planting trial 

of the plantlets in the natural habitat resulted in 70% survival rate. 

Keywords: Shoot-tip culture, adventitious shoots, protocorm-like body, subculture, plantlets. 

Introduction: 

Orchidaceae forms one of the world’s largest families of flowering plants of angiosperm. 

Because of its diverse shapes, forms and colors orchids are outstanding in many ways. They are 

marketed as potted plants and cut flowers leading to their production over years [21]. To save the 

diverse orchid species from extinction, in vitro culture techniques have been utilized to propagate 

them [5]. 

  Dendrobium nobile is one of the commercially and ethno-botanically important taxa. This 

species is a major stake holder in the worldwide cut flower market [11] due to its violet colored 
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attractive flowers. It has a great traditional use in various drug preparations [22]. The presence of 

various active compounds like dendrobine, nobiline and dendrophenolin the stems and leaves of 

D. nobile has greatly increased its medicinal importance [12, 21]. These compounds also have 

strong antimutagenic properties and it has been found to be anticarcinogenic against lung 

carcinoma, ovary adenocarcinoma and promyelocytic leukemia [10]. Polyamines are organic 

compounds having 2 or more primary amino groups and found in plants both in free and 

bounded form. They appear to be important in cell division, plant growth and senescence as well 

as stress responses [1]. Putrescine for instance has been proven to increase the proliferation of 

Dendrobium Sonia PLBs. [16]. [20] reported that the application of spermidine and putrescine 

increased the endogenous polyamine level and resulted in the increased frequency of conversion 

of PLBs to shoots in D. huoshanense. In 2006, [7] also proved that adding putrescine into media 

increased the formation of multiple shoots of Gossypium hirsutum L. plantlets. 

  The present study also describes the role of exogenous polyamines in the induction of 

embryogenic callus formation of adventitious shoots and regeneration of PLBs from the shoot-tip 

explants and their subsequent plantlet development in D. nobile.    

Material and Method: 

  The experiment was performed with shoot-tips of about 4-6mm length, isolated 

aseptically raised 5-months old seedlings. The basic culture media was based on modified 

nutrient solution of Knudson’s C [8] and the original iron source was replaced by the iron-EDTA 

as described by Murashige & Skoog [13]. The medium was also supplemented with 2% (w/v) 

sucrose and 0.1% (w/v) peptone. The polyamine treatments consisted of five different 

concentrations at 0.2-1µM. The pH was adjusted with 5.2 prior to autoclaving. After adding 

0.9% agar (w/v) the media were autoclaved at 1.02kg/cm2 for 20 min. Various morphogenetic 

responses of the shoot-tips were recorded periodically and the final data for analysis were 

gathered after 3 months of culture. 

Results: 

● Survival of shoot-tips: 

  Shoot tip survival was dependent on the type and concentration of polyamines present in 

the medium. In polyamines free control medium explant survived at very low percentage. While 

spermine (0.2-1µM) was inhibitory for explants survival. Putrescine an spermidine exerted a 

marked stimulation in explant survival. 
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● Growth responses: 

  The surviving populations of D. nobile exhibited two types of growth responses in 

presence of polyamines. In the first type, they propagated through the formation of adventitious 

shoots and PLBs directly from the base of the shoot-tip (Fig.1).  

But in the second type, low frequency of explants produced callus in some treatments. 

a) Formation of adventitious shoots: 

  The explants followed the natural ontogenetic route for axial growth. Multiple 

adventitious shoots along with several branches were initiated from the base of the shoot-tip after 

21-28 days. Among the different treatments tested, consistent shoot formation occurred at all the 

PAS treatments. Putrescine at 0.4 µM gave optimum response in shoot regeneration (4 

shoots/explants) after 4-5 weeks of culture. 

 

Figure 1: Graphical representation showing the different morphogenetic responses of D. 

nobile in presence of polyamines 

 

b) Formation of direct PLBs:  

  Basal medium supplemented with 4 µM BAP was not suitable for the regeneration of 

PLBs. The efficacy of explnts for producing PLBs observed with the application of PAs in the 

medium, though the frequency was very low. Incorporation of putrescine at 0.2 µM, spermidine 

at 0.6-1 µM and spermine 0.4-0.6 µM induced PLB regeneration (Fig.2). Among the different 

polyamine treatments the best result was achieved in the medium containing 0.2 µM putrescine 

and 1 µM spermidine (both17.50%). Putrescine at 0.6 µM caused a steady decline (2.50%) in the 

production of PLBs. Mean number D-PLBs per explant was optimum in the medium 
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supplemented with 0.2 µM putrescine (mean number 1.89), followed by 0.6 µM sprmine 

(1.85per explant). 

c) Formation of callus and callus mediated PLBs:  

  Apart from the formation of either adventitious shoots or D-PLBs, some of the explants 

got partly disorganized and propagated via callus mediated pathway (Fig2.). Such callusing 

occurred only in four PA concentrations. Spermidine failed to produce any such callus. The 

highest frequency of callusing (20%) was obtained at 0.2 µM spermine. Calli also exhibited low 

frequency of PLB regeneration and these PLBs have been designated as callus-mediated PLBs. 

(C-PLBs). 

d) Acclimatization of plantlets: 

For rooting, in vitro raised plantlets from different treatments were transferred to KC 

medium containing 1-2 µM NAA or 0.1% peptone. After 4-5 weeks they were placed in the 

greenhouse where they have acclimatized and the survival percentage was 75-80%. 

   

 

Figure 2: Effect of different polyamines on different morphogenetic responses of D. nobile 

(Bar = 7.5mm) A. PLBs at different stages directly regenerated from shoot-tips. B. PLB 

mediated plantlets. C. & D. Embryogenic callus and callus mediated PLBs and plantlet E. 

Multiple adventitious shoots with roots 
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Discussion: 

  The results of the present investigation have proved that application of exogenous 

polyamines is most effective for the tridirectional   micropropagation pathway of D. nobile. 

Polyamines played a positive role in several tissue culture system, such as Helianthus tuberosus 

[14], micropropagation of Asparagus [7], and somatic embryogenesis in Heveabrasiliensis [4]. 

According to Kumar & Palni [9] the accumulation of spermine and spermidine at high 

concentration in the culture of Gladiolus hybridus enhanced the production percentage. Callus 

induction responses differ notably from earlier observation made on orchid. Among the 

polyamine treatment, only spermine had little inducing effects on its own. The inhibitory effects 

of spermidine and putrescine over callus production in D. nobile also supports the previous 

reports made in Coffee [2]. In Sideritis anguslifolia a dose-dependent inhibitory effect of 

exogenously supplied spermidine over calli.  

  Putrescine is a diamine, while spermine is tetramine and spermidine is triamine. The 

methylene group of the polyamines will give a hydrophobic interaction for this compound. 

Takao [17] showed that exogenous putrescine might not be absorbed by the PLBs than 

polyamines and it might accumulate in the media and at certain concentration it may be toxic. 

Such studies also incorporate with our studies. According to Dutra et al. [3], incorporation of 

spermidine and spermine enhanced the changes of cellular structure in proembryogenic masses 

by producing more embryogenic cell in Araucaria angustifolia.  

So, it appears that when spermine and spermidine were added into the media the plant 

cells absorb and use these polyamines without any processing because these PAs were already 

synthesized in spermine and spermidine form. The interplay between hormones and polyamines 

and their combined effects are probably complex sensitivity of intact plant tissues to growth 

substances is an important factor in understanding growth regulation by polyamines and 

hormones.   
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Abstract: 

Beside producing cyanotoxins like the hepatotoxic microcystins and nodularins or the 

neurotoxic anatoxins and saxitoxins, cyanobacteria, have the ability to synthesize structurally 

distinct compounds such as proteins, fatty acids, vitamins or pigments, and various secondary 

metabolites with different bioactivities that can be used as food and feed, fuel, dyes, sunscreen 

agents and as therapeutic drugs. Most of the cyanobacterial metabolites are accumulated in the 

cyanobacterial biomass while some cyanobacteria excrete various organic compounds into their 

environment. So far, several biologically active compounds were identified among these 

exometabolites, e.g. some antibacterial diterpenoids in Nostoc commune or antifungal peptides in 

Tolypotrixbyssoidea. Cyanobacterial bioactive secondary metabolites are synthesized mainly by 

polyketide and nonribosomal biosynthetic pathways. The majority of isolated bioactive 

compounds are polyketides, amides, alkaloids and peptides. A large number of cyanopeptides 

have been identified with cytotoxic, antifungal, antibacterial and antiviral activities. Further, 

cyanobacterial metabolites show immunosuppressant, anticancer, anti-HIV, anticoagulant, anti-

inflammatory and antiprotozoal activities.  Some of these compounds have successfully reached 

Phase II and Phase III clinical trials.  

Keywords: Cyanobacteria, primary metabolites, secondary metabolites, cyanopeptides 

Introduction: 

Cyanobacteria are prokaryotic, photoautotroph belonging to the phylum of eubacteria (1). 

Due to the presence of two pigments, chlorophyll a(green) and phycocyanin (blue), appearance 

of these bacteria is blue-green. Cyanobacteria can survive in wide variety of aquatic 

environments. Some species of cyanobacteria are mixotrophic and heterotrophic and can survive 

as consortia with other microorganisms (2). Cyanobacteria have abilities to synthesize peptide 

with non-ribosomal system (Polyketide Synthases) and have various types of methylases, 

oxidases and modification enzymes and are capable of producing many natural products 

containing linear peptides (3), cyclic peptides (4), linear lipopeptides (5), depsipeptides (6), 

cyclic depsipeptides (7), fatty acid amides(8), swinholides(9), glycomacrolides (10) or 

macrolactones(11).Cyanobacteria also possess cytochrome P450 system, a superfamily of heme 
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containing oxygenases that provide them the capacity for synthesizing and transforming 

bioactive molecules such as steroids, terpenes and alkaloids, and biodegrading xenobiotics and 

contaminants including pesticides, dyes and hydrocarbons (12). 

Cyanobacteria are a rich resource of novel categories of biologically active 

carbohydrates, lipids, peptides, alkaloids, polyketides and terpenoids which perform activities 

such as antibiotic, anticancer, UV-protecting, vitamin or even toxin. Cyanobacteria from orders 

Oscillatoriales (49 %), Nostocales (26 %), Chroococcales (16 %), Pleurocapsales (6 %) and 

Stigonematales (4 %) are rich source of secondary metabolites (13). Species such as Anabaena, 

Nostoc, Microcystis, Lyngbya, Oscillatoria, Phormidium and Spirulina are reported to be the 

most promising ones for producing variety of bioactive compounds like carotenoids, fatty acids, 

lipopeptides, polysaccharides etc. (14). An overview of the cyanobacterial bioactive molecules 

with their potential uses is presented here. 

Potential uses of Cyanobacterial bioactive compounds 

Cyanotoxins 

Several cyanobacteria produce toxins of various types including hepatotoxins, 

neurotoxins, dermatotoxins and cytotoxins (15). Hepatotoxins like microcystins, nodularins 

(protein phosphatase inhibitor) and cylindrospermopsin (protein synthesis blocker) (16), are 

obtained from cyanobacteria such as Microcystis, Anabaena, Nostoc, Planktothrix and Nodularia 

spumigena (17). Among the ten variants identified until now, Nodularin-R is the most abundant 

(18). Alkaloid neurotoxins like Anatoxins A, homoanatoxin A and saxitoxins are found in 

cyanobacteria species like Anabaena, Aphanizomenon, Cylindrospermum and Microcystis (19-

21). Cyanotoxins have beneficial uses as algaecides, herbicides and insecticides (22) with 

significant biodegradability. Investigations on therapeutic effects of cyanotoxins as anticancer 

agents are in progress. 

Antibiotics 

Cyanobacteria can be a prospective source of innovative antimicrobial agents to tackle 

the serious problem of widespread occurrence of antibiotic resistance and rapid emergence of 

new infectious agents (23, 24). Major cyanobacterial sources of novel antibacterial compounds 

are Fischerella ambigua (25,26), Hapalosiphon fontinalis (27), Tolypothrix nodosa, Nostoc spp. 

(28,29), Scytonema mirabile, Anabaena spp., Microcystis aeruginosa, Phormidium sp., 

Microcoleous lacustris. 

Antivirals 

Some cyanobacterial molecules with antiviral activity can block absorption or penetration 

of viruses into cells or inhibit replication in viruses (30). For example, cyanovirin-N (CVN) is a 

cyanobacterial lectin isolated from Nostoc ellipsosporum (31) showing affinity towards mannose 
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rich oligosaccharides on virus surface and prevents fusion of enveloped viruses with animal 

cells. CVN is found to be active against enveloped viruses like HIV, influenza, Ebola, hepatitis, 

and herpes virus. Other antiviral compounds such as Spirulan (32), Nostoflan (33), Scytovirin N 

(34), Sulfoglycolipid (35) are derived from Spirulina sp., Nostoc flagilliforme, Scytonema 

varium, Scytonema sp., respectively. 

Food and vitamins 

Traditionally, cyanobacteria such as Spirulina, Nostoc and Anabaena species has been 

used as human food in several countries of South America, South-East Asia and Africa. 

Spirulina is an edible cyanobacterium, containing mainly high quality protein (60 to 71 % of its 

dry weight). Synechococcus sp. consists of 63% protein, 15% carbohydrate and 11% lipid (36). 

These cyanobacteria, therefore can be used as single-cell protein source. Spirulina is also a rich 

source of β-carotene, thiamine, riboflavin, absorbable iron, and other minerals, phenolic 

compounds, anti-inflammatory, antioxidants and essential fatty acids (37, 38). Strains of Nostoc 

have high content of fibers and proteins to be considered as healthy food (39). Crocosphaera 

watsonii, a marine cyanobacterium, can be used as a rich source of vitamin B12 (40). Growth rate 

of fishes was increased when nourished with various marine cyanobacteria like Phormidium 

valderianum in indoor and outdoor cultures (39). 

Anticancer Agents 

Some toxins and other secondary metabolites from cyanobacteria have activity against 

malignant cells (41, 42). Cyanotoxins such as microcystins and nodularins are inhibitors of 

protein phosphatases and downregulate signaling pathways in the cell and disintegrate 

cytoskeletal arrangement, thereby inducing cell death (apoptosis) in the tumor. Curacin A from 

Lyngbya majuscula and dolastatin 10 from Symploca sp. specifically affect tubulin or actin 

filaments in animal cells and are reported for their antimitotic and antiproliferative activity in 

clinical trials for potential use in neoplasias (43). Dolastatin derivatives such as soblidotin and 

tasidotinare in clinical trial for use as oncolytic drugs (44,45). Cryptophycins, obtained from 

Nostoc spp, is a type of depsipeptides with cytotoxic activity even on malignant cell lines with 

multiple drug resistance (MDR) (46). However, clinical trial on cryptophycin-52 in phase II was 

discontinued because of lack of efficacy in vivo and dose-limiting adverse effects; but 

investigation for development of analogues of cryptophycin is currently undergoing and already 

two patents on cryptophycin conjugates with immunoglobulins have been filed (47). 

Pigments and sunscreens 

Cyanobacteria produce high amounts of chlorophyll a, carotenoids and phycobiliproteins 

which are frequently utilized as natural colorants or antioxidants in food, cosmetic and 
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pharmaceutical industries (48). They also show other pharmacological activities including anti-

proliferative, anti-lipid and neuroprotective (49,50). Phycocyanin, a phycobiliprotein derived 

from Spirulina and utilized in cosmetics, is a free radical scavenger and inhibitor of cytochrome 

oxidase; therefore it can be used in anti-inflammatory and hepatoprotective medicines (51). 

Moreover, this pigment has fluorescent activities for use in fluorescence-based diagnostic tests 

(52). Sun protection metabolite like scytonemin, a radical-scavenging pigment produced by 

Nostoc punctiforme (53), Lyngbya aestuarii(54) etc.is produced under UV exposure. Another 

pigment shinorine (a specific mycosporine-like amino acid), produced by Anabaena variabilis 

ATCC 29413 (55), also can be used to manufacture sunscreen. 
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Abstract:  

Agricultural economy depends on crop quality, yield and disease management in 

developing countries. Application of Green Revolution technology (GR) increases the variety of 

crops per hectare thereby enhancing food supply to 12-13%. Fertilizers and pesticides have huge 

impact on GR in agro-market. Weeds and pests are major matters of concern in agricultural field 

as they cause considerable reduction in crop yield. In past decades, this crisis was resolved to 

some extent with the advent of chemical pesticides. But large-scale exposure of these chemicals 

has worsened ecological conditions. Bio-pesticides are developed gradually as an alternative of 

chemical pesticides, encompassing a diverse array of microorganisms, plants, animals to control 

pests in an eco-friendly manner. Categorically, these are of three types: Biofungicides 

(Trichoderma), bioherbicides (Phytopthora) and bioinsecticides (Bacillus thuringiensis). The 

worldwide production of biopesticides is over 3000 tons/year. In India, development of new, 

non-target specific biopesticides is the thrust area of research as both the purpose and process of 

implementation in field need knowledge of growers. This review highlights the types, 

applications and ethical constraints of various biopesticides available commercially.  

Keywords: Agriculture, pest, biopesticides, applications, constraints. 

Introduction: 

The agricultural industry is undergoing rapid changes. In developing countries, organo-

chemical pesticides exert a good impact on yield and quality of crops from decades. Sustainable 

development in the agricultural economy has also imposed advanced ideas of implementing 

various safety measures on fields. Success in global agro-business results in production of 

invasive, non-native pest species. Destructive activities of pests like fungi, weeds and insects 

reduce the total yield of crops. It was already estimated that the overall cost of the damage to 

both the environment and social economy is about $ 8.1 billion a year (1,2). Long-term use of 

chemical pesticides without recommended safety norms has resulted in serious health risks of 

humans and other warm-blooded animals. Chemicals when released into the environment can 

increase contamination of both the nature and the commodities utilized. Pest resurgence, 

resistance properties and lethal effects on non-target organisms are some inevitable 

consequences of using chemical pesticides (3, 4, 5). Therefore enhancement of product quality is 
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always in demand. In this regard, public awareness about the adverse effects of chemical 

pesticides is increasing gradually. Development and commercialization of eco-friendly, 

biodegradable alternatives are challenging areas of research. The conventional pesticide industry 

and market has undergone major changes adopting new practices of Integrated Pest Management 

(IPM) programmes. So, biopesticides reach the goal because of its sustainability, crop-quality 

and harvest flexibility benefits. These are considered as environmentally compatible tools for 

growers for the following advantageous aspects (6) -- 

• These are designed to affect only one specific pest or a few target   organisms. 

• Low residue and high performance. 

• High impact when used in Integrated Pest Management (IPM) programmes. 

• They exert non-toxic mechanism and inherently less harmful and less environmental load. 

• Effective in very small quantities and often decompose quickly, thereby resulting in 

minimized nature pollution. 

Some registered biopesticides under insecticides act, 1968 (7) 

1. Bacillus thuringiensis var. israelensis,  

2. Bacillus thuringiensis var. kurstaki 

3. Bacillus thuringiensis var. galleriae,  

4. Bacillus sphaericus,  

5. Trichoderma viride  

6. Pseudomonas fluorescens,  

7. Beauveria bassiana,  

8. NPV of Helicoverpa armigera,  

9. NPV of Spodoptera litura,  

10.  Neem based pesticides,  

11. Cymbopogan,  

12. Trichoderma harzianum 

 

Types of biopesticides and their use  

The U.S. Environmental Protection Agency (EPA) categorizes biopesticides into three 

classes: Microbial, Biochemical and Plant-Incorporated Protectants (PIPs). These include- 

Biofungicide (Trichoderma), Bioherbicides (Phytophthora) and Bioinsecticides (Bacillus 

thuringiensis). 
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Table 1: Major Active ingredients used in Biopesticides sector are as follows 

Sub-sector Types Description Some common term and Uses 

Microbial 

pesticides 

[Insecticides 

and Fungicides] 

Microorganisms 

– bacteria, 

fungi, virus,  

protozoa 

 

 

Living or dead 

bacteria, fungi 

and other 

microorganisms, 

e.g. protozoa, 

virus, yeasts of 

specific strains 

1. The commercial mycoinsecticide 

‘Boverin’ based on Beauveria 

bassiana with reduced doses of 

trichlorophon have been used to 

suppress the second-generation 

outbreaks of Cydia  pomonella. 

2.  Commercial formulations of 

Metarhizium anisopliae and Isaria 

fumosorosea and abamectin were  

found to reduce plant damage and 

zebra chip symptoms. 

3. The genus Bacillus is often 

considered as microbial factories for 

the production of myriad array of 

toxins (coded by cry genes) for fungal 

growth. (8,9,10,11). 

Biochemical 

pesticides 

Biostimulants, 

growth 

stimulants, 

plant-growth 

promoters 

(PGPs) and sex 

pheromones. 

Microbes, plant 

products 

Azadirachtin, a tetranortritarpinoid, is 

a major Active ingredient isolated 

from neem, which is known to disrupt 

the metamorphosis of insects. (12). 

 

 

PIPs (Plant 

Incorporated 

Protectants) 

Pesticidal 

substances that 

plant produce 

from genetic 

material that has 

been added to 

the plant. 

Plant products The production of transgenic plants 

that express insecticidal δ-endotoxins 

derived from the Bacillus 

thuringiensis (Bt plants) were first 

commercialized in the US in 1996. 

The expression of these toxins confers 

protection against insect crop 

destruction (11). 
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Semiochemicals Pheromones 

used as 

insecticides 

Complex 

chemicals 

transmitting 

signals within and 

between species 

Current research has found that 

herbivore-induced plant volatiles 

obtained from arthropod herbivores 

interaction used in slow release 

dispensers to attract predators and 

parasitoids (13,14). 

Peptidomimetics Small protein 

like chain 

designed to 

mimic a 

peptide. 

Modification of 

an existing 

peptide or by 

designing similar 

systems that 

mimic peptide, 

such as β-peptide. 

Insect control agent based on 

Backbone cyclic neuropeptide- 

antagonist (BBC-NBA), applied to the 

insect pyrokinin / pheromone 

biosynthesis (11). 

Nematicides Entomopathoge

nic nematodes 

Microscopic or 

worm-like  

organisms 

Most of the nematode-based products 

currently available are formulations of 

various strains of Steinernema 

carpocapsae such as ORTHO 

BioSafe, BioVector (15) 

Extracts Plant derived 

chemical 

extracts, 

biochemicals 

Pure biochemicals 

or crude extracts, 

maybe salts e.g. 

soaps of fatty 

acids or esters. 

Limonene and Linalool can be used 

against Fleas, aphids and mites, also 

kill fire ants, several types of flies, 

paper wasps (14) 

Viricides Nucleopolyhedr

osisvirus 

(NPVs) and  

Granulovirus  

(GVs) 

Viral component 

of bacteria 

Elcar™ was a preparation of Heliothis 

zea NPV which is broad range 

baculovirus and infects many species 

belonging to genera Helicoverpa and 

Heliothis (11). 

 

For all crop types, bacterial biopesticides claim about 74% of the market; fungal 

biopesticides, about 10%; viral biopesticides, 5%; predator biopesticides, 8%; and “other” 

biopesticides, 3% (16). 
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Global biopesticide research   

The field attracts attention due to its superior application prospects, which in turn confer 

socio-economical benefits. Various biotechnological tools such as nanotechniques are now 

available to facilitate production of biopesticides in a safe and sustainable manner.  

In 2005, the total demand for all kinds of biopesticides in China reached 145,000 tons, 

while the total sales were valued at about 0.8 to 1 billion Yuan. There were almost 122 

biochemical pesticide registered with the Environmental Protection Agency (EPA), which 

include 18 floral attractants, 20 plant growth regulators, six insect growth regulators, 19 

repellents and 36 pheromones. In 2006, Sichuan Academy of Agricultural Science succeeded in 

developing nano-pesticides (<100 nm) from a plant source, with advantages of environmental 

protection, high efficiency and low toxicity. There are more than 30 research institutions and 200 

biopesticide (about 2000 pesticide manufacturing enterprises) in China with annual production of 

approximately 100,000 tons (17). 

Canada, between 1972 and 2008, the Pest Management Regulatory Agency approved 

registration of 24 microbial substances with 83 formulations. The majority of the registrations 

occurred since 2000.In 2006, the global leading species of biopesticides were as follows: B.t. Cry 

F1, NRRL21882 (Aspergillus flavus), Bacillus licheniformis strain SBB3086 etc (18).At present, 

the world market for microbial pesticides is in excess of US $125 million per annum which is 

still less than 1 percent of the total global market for agrochemical crop protection of $20-25 

billion.According to USEPA, over 1 billion tons of pesticides are used in the USA every year, 

and this is 22 % of the estimated 5.2 billion pounds of pesticides used worldwide (USEPA 2011) 
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(19).According to EPA data in the USA, 102 microbials, 52 biochemicals, and 48 

semiochemicals are being used as biopesticides (USEPA 2011).  

The largest individual European biopesticide market is Spain, followed by Italy and 

France. The first Bt-based product (Thuricide) was approved in Europe in 1964, whereas first 

registration for an entomopathogenic fungus L. longisporum was given in 1981 to Tate and Lyle 

in the UK. Europe also belongs to continents where the MRL (Maximum Residue Level) 

regulations in food products have been strictly decided (Regulation EC 396/2005). The largest 

increases since 2005 were seen in non-Bt bacteria, notably B. subtilis, and in fungal-based 

products, including C. minitans and Trichoderma. In Latin America, a proportion of Bt-based 

products cover about 40 % of the market. In Argentina, Bt products were first used in 1950 

against Colias lesbia in alfalfa. The first virus-based product was registered in 2000 by Agro 

Roca, and the fungal product based on B. bassiana for controlling Triatoma infestans and Musca 

domestica was also registered. Approximately 40 commercial mycoinsecticides available in the 

Brazilian market are registered by 19 for-profit companies. More than 20 laboratories operated 

by sugar/ethanol mills produce M. anisopliae for their own use to control cercopids in cane fields 

(20, 21). According to estimation, the annual biocontrol sales for the whole of Africa in 2003 

were approximately $23 million, including $5 million for bacterial products (22). Currently, 

there are 25 microbial insecticides on the market constituting slightly less than 2% of all 

insecticides used in Japan (23). In India, by 2006 only 12 biopesticides (such as Bt., 

Trichoderma, Pseudomonas and Beauveria species) had been registered, but 194 substances 

were listed as chemical pesticides (24). Some success stories about successful utilization of 

agents in Indian agriculture include (25) - 

1. Control of Helicoverpa on cotton, pigeon pea, and tomato by Bacillus thuringiensis, 

2. Control of mango hoppers and mealy bugs and coffee pod borer by Beauveria, 

3. Control of diamondback moths by Bacillus thuringiensis, 

4. Control of white fly on cotton by neem products, 

5. Control of Helicoverpa by N.P.V. 

6. Control of sugarcane borers by Trichogramma 

7. Control of rots and wilts in various crops by Trichoderma-based products. 

There are several constraints also (26)--  

● Already established strong market of chemical pesticides. 

● Lack of awareness about the formulations of biopesticides and confidence in growers. 

● Unreliable supply and inconsistent field performance which often results in the rapid 

decline in the size of populations of active cells. 
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● Biopesticides available in the market are often found to be contaminated and have a low 

count of microorganisms. 

● Implementation of Hi-tech instrumentation and not getting acceptance owing to its 

economic unfeasibility. 

● Prolonged use renders carcinogenicity to end-users. 

● Registration is expensive and time consuming as these live forms are treated like pathogens 

by the agencies.  Import and export of biopesticides raise other serious issues. 

● Development of tissue culture laboratories often needs ethical clearances from the 

government. 

 

Scopes of IPM 

 

 

Conclusion:  

Biopesticide industry requires strategic, comprehensive schemes for establishment as the 

position and situation of biopesticides still remains in dilemma. The exploitation of “Live forms” 

could be done by developing strong governmental policies for betterment of industry and 

business. The use of bio-pesticides has emerged as promising alternative to chemical pesticides. 

Biopesticides have a precious role to play in the future of the Integrated Pest Management (IPM) 

strategies. 
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Abstract:  

Homeotic gene determines the developmental fate of a cell. The gene contains MAD box 

and Homeo box. Conserved nucleotide sequences present in these boxes and regulate the activity 

of the gene. Alternation in the gene develops homeotic mutants that develop organ at wrong 

places. Genetic influences have been identified to play an active role in homeotic mutation. 

Regulation of homeotic gene expression play a central role in the evolution of flower in 

Arabidopsis and Antirrhinum. On the other hand, mutation of the gene develops MONSTERS in 

Drosophila melanogaster. The gene that controls the developmental fate of a cell type and 

mutation of the gene that causes one cell type to follow the developmental pathway of other cell 

type regarded as HOMEOTIC GENE. The gene constitutes an intricate regulatory network in 

which one gene may activate or repress other genes. They are situated at the particular segment 

of the chromosome which interacts in complicated interlocking pattern. One example is hox gene 

which is important for segmentation, another is MAD box containing gene in ABC model of 

flower development. Alteration in the genes causes the formation of homeotic mutants that 

develops organs at wrong places due to incapability to recognize the positional information 

property and as a result the organ themselves are normal but the positions at which they develop 

are improper. The homeotic gene changes genetic make up of  an organism and play a significant 

role in evolution. 

Keywords: Homeotic Gene, MAD Box, Hox genes. 

Introduction: 

 Among the most fascinating kinds of abnormalities in animals are those in which one 

body part is replaced by another. In 1894 William Bateson [1] catalogued several oddities of this 

nature coining the term “HOMEOTIC” to describe them.  Calvin Bridges(1915) [2]isolated a 

spontaneous mutant of DROSOPHILA in which a part of halter was transformed into wing tissue 

and  the mutant is called BITHORAX.  

 The gene that controls the developmental fate of a cell type and mutation of the gene that 

cause one cell type to follow the developmental pathway of other cell type is regarded as 

homeotic gene. The genes constitute an intricate regulatory network in which one gene may 

mailto:daisyriya.408@gmail.com
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activate or repress other gene. They are situated at the particular segment of the chromosome 

which interacts in complicated interlocking pattern. 

Components of homeotic gene: 

 Homeotic gene that have been cloned so far belong to the class related to sequences 

known as MADBOX genes in case of plant homeotic genes, whereas animal homeotic gene 

sequences are known as HOMEOBOXES [Fig. 1]. 

 MADBOX gene includes DEFICIENTS gene of snap dragon, AGAMOUS, PISTILATA-

1, APETALATA-3 gene of ARABIDOPSIS. The MADBOX gene shares a characteristic 

nucleotide sequence which encodes a protein structure known as MAD DOMAIN. But not all 

genes containing MADBOX DOMAIN are homeotic gene i.e. AGL-20   is a MADBOX genes 

but not homeotic because it function as meristem identity gene. 

 HOMEOBOX genes encode HOMEODOMAIN protein that act as transcription factors. 

HOMEODOMAIN proteins belong to KNOTTED-1(KN1) class involve in maintaining the 

shoot apical meristem, it was found in Maize is a gain of function mutation develops the 

abnormal expression of gene. Because they contain a homeobox, homeotic genes of this class are 

sometimes called Hox genes for short. 

 

Figure 1: The homeotic genes of fruit flies and mice are arranged according to the 

colinearity principle 
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Phenotypic expression of homeotic mutation: 

 Homeotic mutations change genetic makeup of an organism and alter their differentiation 

pattern, producing integrated structures but in unusual locations that produce differences in body 

shape[3]. This means that homeotic mutation can be effective for a evolutionary change. 

1. Homeotic mutation in Drosophila 

 The structural complexity of homeotic gene and their interaction makes it necessary to 

combine classical genetic studies with molecular analysis. 

a) Antennapedia complex [Fig. 2 and Fig. 3] 

 Numerous studies have been devoted to the genetic analysis of Antennapedia complex. 

The distal region spans 260 kb of DNA. The Antennapedia (ANTC), composed of two 

promoters, eight exons spanning more than 100 kb and two termination processing region open 

reading frame has been analyzed in detailed. The M repeats is present in some 200 copies per 

genome. ANTC determines the anterior identity of the fly, namely the head and thoracic segment 

T1 and T2. ANTC contains five gene labial(lab), proboscipedia(pb), deformedL (Dfd), sexcombs 

reduced (Scr) and Antennapedia (Antp). Most ANTC mutations are lethal. One group of non-

lethal mutant allele results in leg parts instead of an antenna growing cut of the cells near the eye 

during the development of eye disc. Note that the leg has a normal structure, but it is obviously 

positioned in an abnormal position. 

Development of hopeful monster involving antenapedia complex: 

 Adult fly heads wild type, antennapedia and a double mutant prboscipedia. It has been 

noted that a clean transformation of one head structure does not much affect the adjacent 

structure due to homeotic mutation. The fly is put together like a construction toy with 

interchangeable parts. 

b) Bithorax complex [Fig.4]    

 The pioneering studies of Lews were on a cluster of homeotic gene called 

Bithoraxcomplex (BX-C). BX-C determines the posrerior identity of the fly, namely thoracic 

segment T-3 and abdominal segments A1-A8. BX-C contains three genes called 

ultrabithoraxcomplex(ubx), abdominal-A(abd-A) and Abdominal-B(abd-B). Each of which 

constitutes one protein coding transcription unit. Mutations in these homeotic genes often are 

lethal and fly does not survive past embryogenesis. Some non-lethal alleishave been 

characterized, however that allow an adult fly to develop. Another possibly related gene is cad 

gene is specifically expressed in the last abdominal segment. Since the deletion of the entire BX-

C does not transfer the most posterior abdominal segment, cad gene may specify the identity of 

these segments. 
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Figure 2: Antennapedia complexes of Drosophila melanogaster 

 

 

Figure 3: Images of Drosophila melanogaster showing WILD and MUTANT type 

 

 

Figure 4: Brithorax Drosophila mutant with four wings 
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2. Homeotic mutation in humans [fig. 4] 

 Homeotic mutation causes several human diseases. Lymphomas, white blood cell detour 

on to the wrong lineages, and in Digeorge syndrome, there is missing of thymus, parathyroid, 

abnormalities in eyes, nose. A human homeotic transformation resulting from mutations in 

𝑃𝐿𝐶𝐵4 and 𝐺𝑁𝐴𝐼3 causes auriculocondyler syndrome. AuriCulocondyler syndrome is a rare, 

autosomal dominant malformation syndrome characterized by question mark ear malformation. 

A careful phenotypic characterization suggested the presence of mandibular patterning defect 

resulting the maxillary type. 

Homeotic mutation causes aniridia syndrome [Fig. 5] 

 If the homeotic gene PAX-6 is mutated as a result a child born with complete loss of iris. 

This condition known as aniridia, if there is no iris in the eye it is impossible to control the inlet 

of light. The pupil stands wide open, the only treatment of is as yet the use of coloured eye lenses 

in order to reduce the eye inlet. Aniridia is a congenital malformation of eye chiefly 

characterized by iris hypoplasia causes blindness. 

 

Figure 4: Homeotic mutation in human 

 

 

Figure 5: Aniridia syndrome in a child 

 

3. Homeotic gene controlling flower development in Antirrhinum 

 Forinacula, a homeotic gene is required for flower development in Antirrhinum majus 

[Fig. 6 and Fig.7]. In order to study these genes, we have to carry out an extensive transposon- 

mutagenesis experiment in Majus [4]. At least 3 categories of genes will be defined. The first 
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gene includes florinacula(flo), a primary gene required for the initiation of the flower 

developmental pathway. In the absence of the wild type flower product, proliferating 

inflorescence meristems arise in a place of flowers. The second category includes genes that 

effect the identity and also sometimes the number of whorls of organs in the flower. Genes of the 

third category control differences between organs in the same whorl and hence the overall 

symmetry of the flower. So the basic plan of the flower and inflorescence may arise through 

interactions of three categories of genes. 

 

Figure 6: Three categories of genes controlling flower development in Antirrhinum majus 

 

 

Figure 7: Wild-type Antirrhinum showing (a)schematic illustration of plant where lateral 

shoots arising in the axils of leaves are omitted for clarity, (b) Floral diagram and (c) 

Drawing of flower in side view (left) and face view (right). The flower in side view is shown 

slightly open to illustrate the hinge more clearly. Adapted from Weberling (1989) [5]. 
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4. Determination of floral organ in arabidopsis mediated by homeotic mutants 

Mutation in the PISTILLATA gene of Arabidopsis thaliana cause homeotic conversion 

of plants to sepals and stamens to carples. Surprisingly the initial pattern of PI and 𝐴𝑃3 

expressions are different. By positive regulatory interaction between PI and 𝐴𝑃3, latter 

expression patterns are coincident. The pattern of PI expression also depends on the activity of 

the floral developmrntgenes 𝐴𝑃𝐸𝑇𝐴𝐿𝐴2. These PI and 𝐴𝑃𝐸𝑇𝐴𝐿𝐴3 proteins specifically 

associate together and regulating other genes. 

Three classes of mutations were identified in Arabidopsis. 

Class A: flowers with these mutations have (unfused) carpels instead of sepals in whorl 1, and 

stamens instead of petals in whorl 2. The pattern of organs (from outside to inside) is carpel, 

stamen, stamen, carpel. The genes containing these mutations were named APETALA1 (AP1) 

and APETALA2 (AP2). Bellow is an image[fig.8] of an apetala2 mutant flower (right) next to a 

wild type flower (left). 

 

Figure 8: Images showing AP2 and PI mutants 

 

Class B: flowers with these mutations have sepals in whorl 2 instead of petals, and (unfused) 

carpels in whorl 3 instead of stamens. The pattern of organs (from outside to inside) is sepal, 

sepal, carpel, carpel. The genes containing this mutation were named APETALA3 (AP3) and 

PISTILATA (PI) 

Class C: flowers with this mutation have petals in whorl 3 instead of stamens and sepals in 

whorl 4 instead of carpels. In addition the floral meristem is not determinate – flowers continue 

to form within the flowers, so the pattern of organs (from outside to inside) is: sepal, petal; sepal, 

petal; sepal, petal, petal, etc. The gene containing this mutation was called AGAMOUS (AG). 

Bellow is an image[Fig.9 and Fig 10] of an agamous mutant flower (right) next to a wild type 

flower (left) lata mutant flower (right) next to a wild type flower (left). 
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Figure 9: Agamous Figure 10: Wild type 

 

The ABC model [Fig. 11 and Fig. 12] 

Each class of genes is required in two adjacent whorls. Class A genes are required in 

whorls 1 and 2, class B genes are required in whorls 2 and 3, and class C genes are required in 

whorls 3 and 4. Both class A and class B genes are required in whorl 2, and both class B and 

class C genes are required in whorl 3. The ABC model [6] that summarizes these results is 

shown bellow.  

 

Figure 11: The ABC model 

 

 

Figure 12: The ABC model 

The A, B and C genes are transcription factors. Different transcription factors are needed 

together to turn on a developmental gene program –such as A and B needed to initiate the 

program for petals [Fig. 12]. 

Expression of homeotic genes: 

1. Ectotopic expression of floral homeotic gene AGAMOUS in transgenic Arabidopsis plant 

alters floral organ identity. In the Arabidopsis and Alpiniaoblongifolia(zingiberaceae) , 
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floral homeotic gene is required for leads to conversion of these organ in AG mutants. 

The loss of AG function leads to conversion of these organs to perianth organs. In 

contrast, mutation in another homeotic gene APETALA-2 result in the replacement of 

perianth organ by reproductive organ. On the basis of observation it has been proposed 

that AG and AP-2 act in antagonistic function. 

2. Homeotic gene play a vital role in Drossophila melanogaster. Homeotic mutants develop 

in Antennapedia and bithorax complex. The Antpproten contain of polyglutamin is 

encoded by repeat called M repeat. Bithorax complex contains three genes which develop 

homeotic mutants. 

3. Expression of the cdx1 and cdx2 homeotic gene lead to reduced cancer. Overexpression 

of both genes showed strongly decreased Bcl-2 expression and must be expressed to 

reduced tumreogenic potential. 

Regulation of homeotic gene: 

There is some evidence suggesting that a common mechanism exists for controlling the 

expression of homeotic gene. First, there is a set of genes that appears to affect the expression of 

many homeotic gene as judged from mutant phemotype. Secondly, the similarities exist between 

the patterns of expression of different homeotic genes during development. T-rans regulatory and 

Cis-acting sequences control regulation of homeotic gene [7]. 

Homeotic gene evolution is conserved through evolution: 

The extent to which gene sequences and organization are conserved between organisms, 

give us clues about the amount of evolutionary time that has passed since the two-organism 

diverted from one another [Fig.13]. The presence of homeotic gene sequences in animals as 

different as insects and mammals suggests that this type of gene has a circular function. 

 

Figure 13: Hox genes have been duplicated over evolutionary history and now exist as four 

similar gene clusters labeled A through D 
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Conclusion: 

1. Research into the gene that cause erroneous developments in the fruitflies have led to one 

of the most exciting discoveries in the field of developmental biology: the same type of 

gene controls early embryonic development in Drosophila, also controls early 

embrogenesis of the organisms including human. A small monster -fruitfly with an extra 

pair of wings- helps in the discovery of genes that control embryonic development. 

2. Homeotic gene controls the diversity of segment development, but the domains of action 

of homeotic gene not obiviously correspond with major morphological subdivision of 

insect body. In one or more para segments, each homeotic gene is expressed 

metamerically, that is expressed from blastoderm stages. Elsewhere, the same homeotic 

gene may be deployed adventitiously, only in subsets of cell and latter stages of 

development. 

3. The development of multicellular animals requires that all cells have two types of 

information where they relative to their neighbors (positional information) and what 

structure they should generate (identity information). In recent years our work has 

focused on homeotic sector which links two types of information their large regulatory 

region interprets positional information and their protein product control cellular 

identities by regulating transcription of downstream target genes. 

4. Floral homeotic genes are targets of gibberelin signaling in flower development in 

Arabidopsis [8]. The GA-deficient ga-1-3 mutants shows retarded growth of all floral 

organs. 

5. Homeotic gene play a crucial role in commercial production of transgenic crop by the 

process of genetic engineering for desirable character such as pest resistance capability, 

pathogen defence mechanism [9]. 

6. Empigrnetic inactivation of HOXA gene cluster is coupled to human cancer [10]. The 

disruption of epigenetic process can lead to altered gene function and malignancy occur. 

7. 7)Floral homeotic genes are targets of gibberelin signaling flower development in 

Arabidopsis [8]. The GA-deficient ga-1-3 mutants shows retarded growth of all floral 

organs. Anthocyanin pigment synthesis also occur in plants through MAD BOX gene 

family. 

8. The initiation of flowering is carried out by genetic pathway like Vernalization [11]. The 

process is regulated by the formation of Homeotic genes. The integrated signal of floral 

induction is transmitted to floral meristem identity genes LFY and API-1 and floral 

morphogenesis is performed. 
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